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Introduction

An impressive amount of medical images is daily
generated in hospitals and medical centers. Consequently,
the physicians have an increasing number of images to
analyze manually. Computational techniques can be
provided to assist the physician’s work, as CAD (computer
assisted diagnosis) systems, which support physicians in
analyzing digital images and to find out possible diseases
[2, 3]. In the medical domain, content-based image
retrieval applications could offer new opportunities. At a
first look, it seems easily to annotate or interpret, for
example, a landscape picture, but the semantic concepts in
the medical domain are much better defined for any
specialty areas in medicine [1].

In this paper, we propose methods that employ
pattern semantic rules to support CAD systems. The rules
reflect how humans learn and memorize new knowledge.

Also in [5, 6], relevant methods using association
rules for image analysis are developed. In this paper, we
will show that pattern rules can be successfully applied to
support medical image diagnosis.

The remainder of this paper is structured as follows.
Section 2 presents the selection of visual features; section 3
presents the mapping between visual features and
diagnosis; section 4 presents the generation of semantic
rules and details the process of medical diagnosis based on
pattern semantic rules. Finally, section 5 discusses the
experiments and summarizes the conclusions of this study.

The selection of visual features

The selection of the visual feature set and the image
segmentation algorithm are the definitive stage for
establishing the diagnosis of medical colour images [4].
The diagnosis of medical images is directly related to the
visual features (colour, texture, shape, position, dimension,
etc.) because these attributes capture the information about
the semantic meaning. A set of dominant colours obtained
from each image by segmentation after colour
characteristic. The ability and efficiency of the colour
feature for characterizing the colour perceptual similitude
is strongly influenced by the colour space and quantization
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scheme selection. The HSV colour space quantized to 166
colours is used to represent the colour information. Before
segmentation, the images are transformed from RGB to
HSV colour space and quantized to 166 colours. The
colour regions extraction is realized by the colour set back
projection algorithm [7]. The results of the segmentation
algorithm applied on two image diagnosed with
esophagitis, respectively with gastric cancer, can be
visualized in Fig.1 and Fig. 2.
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Fig. 1. Segmentation results from an image diagnosed with
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Fig. 2. Segmentation results from an image diagnosed with
gastric cancer

In conformity with the defined characteristics, a
region is described by:

e The colour characteristics are represented in the HSV
colour space quantized at 166 colours. A region is
represented by a colour index which is, in fact an
integer number between 0...165.



e The spatial coherency represents the region descriptor,
which measures the spatial compactness of the pixels
of same colour.

e A seven-dimension vector (maximum probability,
energy, entropy, contrast, cluster shade, cluster
prominence, correlation) represents the texture
characteristics.

e The region dimension descriptor represents the number
of pixels from region.

e The spatial information is represented by the centroid
coordinates of the region and by minimum bounded
rectangle.

e A two-dimensional vector (eccentricity and
compactness) represents the shape feature.

Mapping image visual features to semantic indicators

The developed vocabulary is based on the concept of
semantic indicators, and the syntax captures the basic
models about patterns and diagnosis. The proposed
representation language is simple, because the syntax and
vocabulary are elementary. The language words are limited
to the name of semantic indicators. Being visual elements,
the semantic indicators are, by example, the colour
(colour-light-red), spatial coherency (spatial coherency-
weak, spatial coherency-medium, spatial coherency-
strong), texture (energy-small, energy-medium, energy-
big, etc.), dimension (dimension-small, dimension-
medium, dimension-big, etc.), position (vertical-upper,
vertical-center, vertical-bottom, horizontal-upper, etc.),
shape (eccentricity- small, compactness-small, etc.).

The syntax is represented by the model, which
describes the images in terms of semantic indicators
values. The values of each semantic descriptor are mapped
to a value domain, which corresponds to the mathematical
descriptor.

The values domains of visual characteristics were
manually experimented on images of WxH dimension.

A value of colour semantic indicator is associated to
each region colour in the HSV colour space quantized at
166 colours. The colour correspondence between the
mathematical and semantic indicator values is determined
basis on the experiments effectuated on a training image
database. The colour correspondence is illustrated by the
following examples: light-red (108), medium-red (122),
dark-red (139), light-yellow (109), medium-yellow (125),
and dark-yellow (141).

Similarly, a hierarchy of values, which are mapped to
semantic indicator values, is also determined for the other
visual characteristics.

At the end of the mapping process, a figure is
represented in Prolog by means of the terms
figure(ListofRegions), where ListofRegions is a list of
image regions.

The term region(ListofDescriptors) is used for region
representation, where the argument is a list of terms used
to specify the semantic indicators. The term used to specify
the semantic indicators is of the form:

descriptor(DescriptorName, DescriptorValue).

The model representation of the image from Fig. 1
can be observed in the bellow example:

figure([

region([descriptor(colour,dark-red),
descriptor(dimension,big),
descriptor(horizontal-position, center),
descriptor(vertical-position,center),
descriptor(shape-eccentricity, medium),
descriptor(texture-probability, medium),
descriptor(texture-inversedifference, medium),
descriptor(texture-entropy,small),
descriptor(texture- energy,big),
descriptor(texture-contrast,big),
descriptor(texture-correlation, small)]),

region([descriptor(colour,light-red), ...

Determining image medical diagnosis using pattern
semantic rules

Being given an image database DB, let be U=
{S1,...,Sn} a subset of DB that contains n image-examples,
labelled by a diagnosis.

In the learning phase, the scope is to automatically
generate semantic rules R based on diagnosed image-
examples set U. A rule determines the set of semantic
indicators, which identify a diagnosis.

In the testing/annotation phase, for each image of the
subset DB-U (namely the images from DB, but that are not
in U), the generated semantic rules are used to diagnose
them. Since the images and rules are represented in Prolog,
a Prolog interpreter is used for rules inference to recognise
the diagnosis.

A pattern semantic rule is of form:

““semantic indicators -> diagnosis”

The pattern semantic rules have the body composed
by conjunctions of semantic indicators, while the head is
the diagnosis.

The stages of the learning process are:

e relevant images for diagnosis are used for learning it.

e each image is automatically processed and segmented
and the primitive visual features are computed, as it is
described in section 2.

o for each image, the primitive visual features are

mapped to semantic indicators, as it is described in section

3.

e the rule generation algorithms are applied to produce

rules, which will identify each diagnosis from the database.

In our system, the learning of semantic rules is
continuously made, because when a categorized image is
added in the learning database, the system continues the
process of rules generation.

The scope of image pattern rules is to find semantic
relationships between image objects and diagnosis. The
proposed method uses the Apriori algorithm for
discovering the pattern semantic rules between primitive
characteristics extracted from images and diagnosis, which
images belong to [6].

The algorithm is based on ,region patterns” and
necessitates some computations, being necessary a pre-
processing phase for determining the visual similitude
between the image regions from the same diagnosis.

In the pre-processing phase, the region patterns,



which appear in the images, are determined. So, each
image region Regj; is compared with other image regions
from the same diagnosis. If the region Reg; matches other
region Regym, having similar the features from the positions
N, Ny, ..., N, then the generated region pattern is SRj (-, -, -
, Ny, Ny,...,N¢,-,-), and the other features are ignored.

A database with five images, relevant for a diagnosis,
is considered. An example of images representations using
region patterns is presented in the Table 1:

Table 1. Relevant images for a certain diagnosis

ImgID Image Regions
1 R(a,b,c,d), R(a’,b’,c’,d")
2 R(a,b,c,f), R(a’,b’, c’,d")
3 R(a,b,c,f’),R(@’,b’,c’,i)
4 R(a,b,c,f’),R(a’,b’,c’,i’)
5 R(a,b,e,d), R(m,b’,c’,d")

By determining the region patterns, the following
results are obtained:

Table 2. Region patterns of images from a certain diagnosis

ID Region patterns

1 | R(ab,c,-),R(a,b,-,d),R(a’,b’,c’,d’), R(@’,b’,c’,-),
R(-,b’,c’,d")

2 | R(a,b,c,-),R(a,b,-,-),R(a’,b’,c’,d"), R(a’,b’,c’,-),
R(-,b’,c’,d”)

3 | R(a,b,c,-), R(a,b,--), R(@’,b’,c’,-), R(-,b’,c’,-)

4 | R(a,b,c,-), R(a,b,--),R@’,b’,c’,-), R(-,p’,C’,-)

5 | R(ab,-,d),R(a,b,-,-), R(-,b*,c’,d’), R(-,b’,c’,-)

The image modelling in terms of itemsets and
transactions is the following:

- the transactions represent the set of region patterns,
determined by the previous algorithm.

- the itemsets are formed by region patterns of the
images laying in the same diagnosis.

- the frequent itemsets represent the itemsets with the
support greater than the minimum support.

- the itemsets of cardinality between 1 and k are
iteratively found.

- the frequent itemsets are used for rule generation.

The algorithm for rules generation based on region
patterns is described in pseudo-code:

Algorithm 3.4: rules generation based on region patterns.
Input: the set of images represented as: | = (RS, ..., RSy),
where RS, is the region pattern.
Output: the set of pattern rules.
Method:
Ck: the set of region patterns of k-length
Lk: the set of frequent region patterns of k-length
Rules: the set of rules constructed from frequent itemsets
for k>1.
L1= {frequent region patterns};
for(k=1; Lk!=null; k++) do begin
Ck+1= candidates generated from the set LK;
for each transaction t in the database do
*Increment the number of all candidates that
appear in t.
end.
Lk+1=candidates from Ck+1 that has the support
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greater or equal than suport_min
end.
Rules = Rules + {Lk+1->diagnosis}
end.

Applying the algorithm on the transaction set from
Table 2, the diagnosis is determined by the following
semantic pattern rules:

R(a,b,c,-) and R(a’,b’,c’,-) ->diagnosis,

R(a,b,c,-) and R(a,b,-,-)->diagnosis,

R(’,b’,c’,-) and R(a,b,-,-) ->diagnosis,

R(a,b,-,-) and R(-,b’,c’,-) ->diagnosis,

R(a,b,c,-) and R(a’,b’,c’,-) and R(a,b,-,-) ->diagnosis.

The image testing/annotation phase has as scope the
automatic diagnose of images.

e each new image is processed and segmented in
regions,

e for each new image the low-level characteristics are
mapped to semantic indicators,

e the classification algorithm is applied for identifying
the image diagnosis.

Being given a new image, the classification process
searches in the rules set for finding its most appropriate
diagnosis. Images are processed and are represented by
means of semantic indicators as Prolog facts. The semantic
rules are applied on the set of images facts, using the
Prolog inference engine.

A semantic rule matches an image if all
characteristics, which appear in the body of the rule, also
appear in the image characteristics.

Experimental results

In the experiments realized through this study, two
databases are used for learning and testing process. The
database used to learning the correlations between images
and diagnosis contains 200 images from digestive
diagnosis. The database used in the learning process is
categorized into the following diagnosis: ulcer, polyps,
gastric cancer and rectocolitis. The system learns each
concept by submitting about 20 images per diagnosis.

For each diagnosis, the following metrics (accuracy-
A, sensitivity-S, specificity-SP) are computed:

TP+ TN TP

™
- , SP
TP + FN

A= = :
TN + FP

)

TP+ FP + FN+ TN

where TP represents the number of true positives (images
correctly diagnosed with the searched diagnosis), FP
represents the number of false positives (images
incorrectly diagnosed with the searched diagnosis), TN
represents the number of true negatives (images correctly
diagnosed with a different diagnosis, FN represents the
number of false negatives (images incorrectly diagnosed
with a different diagnosis.

The results of the presented methods are very
promising, being influenced by the complexity of
endoscopic images as can be observed in Table 1.
Improvements can be brought using a segmentation
method with greater semantic accuracy.



Table 3. Results recorded by each diagnosis

Diagnosis Accuracy | Sensitivity | Specificity
(%) (%) (%)
Ulcer 96.5 925 71
Polyps 96.5 92 715
Esophagitis 96.0 90.5 71
Gastric Cancer 96.1 90.5 715
Rectocolitis 97.1 93.7 72.9
Conclusions

In this study, the proposed and developed methods
could assist physicians by doing automatic diagnosis based
on visual content of medical images. For establishing
correlations with diagnosis, we experimented and selected
some low-level visual characteristics of images. So, each
diagnosis is translated into visual computable
characteristics and terms of sick regions. On the other
hand, images are represented as a single colour regions list
and they are mapped to semantic descriptors. The
annotation procedure starts with the semantic rules
generation or each image diagnosis. The language used for
rules representation is Prolog. The advantages of using
Prolog are its flexibility and simplicity in representation of
rules.

Actually, the results of experiments are very
promising, because they show a good accuracy and
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S. C. Udristoiu, A. L. lon. Establishing Medical Diagnosis using Pattern Semantic Rules // Electronics and Electrical
Engineering. — Kaunas: Technologija, 2010. — No. 2(98). — P. 75-78.

The developed methods are based on pattern rules to support medical image diagnosis. They have important characteristics that
make them different from other CAD methods: the process is completely automatic, with the possibility to define a great number of
diagnosis; the methods could be applied to any medical domain, because the visual features, the semantic indicators remain
unchangeable, and the semantic rules are generated by learning from labeled images-examples; the selection of the visual characteristics
set is based on their retrieval accuracy; the spatial information of the regions is considered, offering important medical information as
the relationships of a sick region with another. Although we present the results achieved in endoscopic images analysis, our methods can
be used to analyze other types of medical images. The prototype system was applied to real datasets and the results show high accuracy.
II. 2, bibl. 7 (in English; summaries in English, Russian and Lithuanian).

C. II. Vampucroity, A. JI. Mon. MeanuuHCKasi THATHOCTHKA C HCMOJL30BAHHEM HIAGJIOHHBIX CeMAHTHYECKHX mnpaBmia //
JJIeKTPOHHUKA U A1eKTpoTexHuKa. — Kaynac: Texnoaorus,, 2010. — Ne 2(98). — C. 75-78.

PazpaboranHble METO B OCHOBAHBI Ha MIA0IOHAX MPABHII M HOANCPKUBAIOT MEJUIIHCKYIO IUATHOCTHKY HUCTIONB3YS H300paKEeHNH.
OHHU MMEIOT Ba)KHBIE XapaKTEPUCTUKH, KOTOPbIE OTIMYAIOT UX OT JPYIMX METOZOB aBTOMAaTH3UPOBAHHOTO NMPOEKTHPOBAHUS: MPOIECC
MOJTHOCTBIO aBTOMAaTH3HMPOBAH, C BO3MOXHOCTBIO OMpPEETeHHsI OONBIIOro YHCia JUAarHO3; METOABI MOTYT OBITh MPUMEHEHBI K 00011
MEJUIMHCKON 00JacTH, HOTOMY 4YTO BH3yaJbHbIe OCOOCHHOCTH, CEMaHTHYECKHE II0KAa3aTeIM OCTAlOTCS HEU3MEHHBIMH U
CEeMaHTHYECKHE IIpaBUJIa T'CHEPHPYIOTCS IIyTeM H3Y4YeHUs IIOMEYEHBIX INPUMEpPOB H300pakeHWH; BHIOOpP Habopa BU3YaJIbHBIX
XapaKTepUCTHK OCHOBAaH Ha TOYHOCTh MX IIOMCKA; OLCHEHA IPOCTPAHCTBEHHAs WH(OpPMAIMsi B pPErHOHAX, INpeajaras BaKHYIO
MEJUIMHCKYI0 MH()OpPMAIMIO MO OTHOLIEHHWIO OOJBHBIX oOnacTeil. XOTs MBI HPEICTaBHIM Pe3yNbTAThl, JOCTHIHYTBIE HCIIOJB3YS
SHJIOCKONMWYECHI aHAIN3 W300paXKeHWH, HAIlM METOAbl MOTYT OBITh WCHOJNB30BaHBI JUIS aHalW3a JPYIHX THUIIOB MEIMIMHCKHUX
n300pakeHNH. DKCIIepUMEeHTallbHas CHCTeMa Oblla MPUMEHEHa Ha PealbHbIX JaHHBIX M PE3YNIbTAaThl MOKA3bIBAIOT BHICOKYIO TOYHOCTb.
Wn. 2, 6ubmn. 7 (Ha aHTIAICKOM sI3bIKe; pedepaThl Ha aHTITHHCKOM, PYCCKOM U JIATOBCKOM $13.).

S. C. Udristoiu, A. L. lon. Medicininés diagnozés nustatymas naudojant semantines $ablono taisykles // Elektronika ir
elektrotechnika. — Kaunas: Technologija, 2010. — No. 2(98). — P. 75-78.

Sukurti metodai remiasi taisykliy Sablonais ir padeda priimti medicining diagnoz¢ pagal nuotraukose matoma vaizda. Nuo kity CAD
metody jie skiriasi tokiomis svarbiomis charakteristikomis: procesas yra visiskai automatiskas, galima apibrézti didelj skaiciy diagnoziy,
metodus galima taikyti bet kuriai medicinos sriciai, kadangi vizualiniai aspektai ir semantiniai indikatoriai iSlieka nepakitg, o semantinés
taisyklés kuriamos sistema apmokant naudojant suklasifikuotas pavyzdines nuotraukas; vizualiniy charakteristiky parinkimas remiasi jy
nustatymo tikslumu; analizuojama erdviné sri¢iy informacija, pateikiama svarbi medicininé informacija apie vieno ligos pazeisto
regiono sasaja su kitu. Nors pateikti rezultatai gauti naudojant endoskopiniy nuotrauky analizg, metodus galima taikyti analizuojant ir
kitokio pobudzio medicininius vaizdus. Sistemos prototipas buvo iSbandytas su realiy duomeny rinkiniais ir rezultatai rodo, jog
tikslumas yra didelis. Il. 2, bibl. 7 (angly kalba; santraukos angly, rusy ir lietuviy k.).
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