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Abstract—Content-based (CB) recommendation algorithms 

recommend items to a user based on items the user liked in the 

past. CB methodologies have gained attention due to their 

higher accuracy and transparency and the emergence of new 

technologies, such as knowledge graphs (KGs), advances in 

natural language processing (NLP), and sentiment analysis. 

While most previous studies have mainly focussed on the use of 

term frequency-inverse document frequency (TF-IDF) and 

other related enhancements, little work can be found on using 

KGs in CB recommendations. This paper presents an 

enhancement of the conventional CB recommendation by 

incorporating KGs for a movie domain. The graph is 

constructed using the MovieLens data set, which is augmented 

with additional features such as actors, directors, and genres. 

Furthermore, the graph is expanded by incorporating topics 

derived from latent dirichlet allocation (LDA) extraction. Using 

the KGs, the proposed approach enhances user profiles by 

leveraging the interconnected user-movie relationship within a 

graph structure. The results of the experiments showed that the 

proposed approach exceeded the tested baselines in terms of 

precision, recall, and F-score metrics. 

 
Index Terms—Content-based recommender system; 

Information filtering; Knowledge graph; Topic modelling. 

I. INTRODUCTION 

Recommender systems (RSs) are software applications or 

algorithms designed to provide consumers with personalised 

suggestions or recommendations. Typically, 

recommendations are based on user preferences, behaviours, 

previous interactions, and preferences of other users with 

similar characteristics. The purpose of RSs is to assist users 

in discovering items or content that they may be interested in, 

thus augmenting their overall experience and enabling them 

to discover new things. A typical RS model consists of two 

sets and a utility function, with the User set containing all 

users and the Item set containing all items that can be 

recommended to users. The utility function calculates the 

suitability of a recommendation to a user u ∈ User an item i 

∈ Item, which is declared as R: User×Item→R0, where R0 is 

equal to either a real number or a positive integer within a 

specific range. 

RS approaches can be broadly classified into content-based 

(CB), collaborative filtering (CF), and hybrid [1]. 

Collaborative-based recommendation implies that the items 

recommended to a user are based on the preferences from 

similar user who have liked similar items previously [2]. It 

assumes that users have interests in content similar to that 

with which they have interacted with in the past [3]. CF 

recommendation works by using user feedback in the form of 

ratings for items in certain domains and taking advantage of 

similarities in how different users rate things to determine 

how to recommend an item. While CF recommenders use the 

user ratings matrix, CB approaches treat all users and items 

as atomic single units. It works based on the data provided by 

users, either explicitly or implicitly, which are then used to 

generate user profiles. In CB recommendation, items are 

recommended to a user based on the items the user liked in 

the past (stored as a user profile) [4]. CB filtering techniques 

rely largely on the information retrieval field, where the 

metadata and content of the documents are used to select 

documents relevant to the user’s query. 

CB algorithms have the main demerit of not being able to 

consider recommendations for unexpected items [5], while 

CF-based recommendations may suffer from data sparsity 

and cold-start problems [5], [6]. Hybrid RS alleviates these 

issues by unifying the interactions and similarities at the 

content level [7]. 

Most studies on RSs focus on CF approaches over CB 

recommendations due to their better accuracy results. On the 

other hand, the more recent approach exhibits better 

efficiency and transparency in relation to user applications 

[8]. CB methodologies have gained attention due to their 

higher accuracy and transparency and the emergence of new 

technologies, such as knowledge graphs (KGs), advances in 

natural language processing (NLP), and sentiment analysis 

[9]. Due to these new technologies and the availability of 

large external knowledge sources, this study focussed on CB 

recommendation approaches. 

Descriptions of user items and profiles are the foundations 

of CB systems [10]. User reviews are a rich source of item 

descriptions, to which new and complementary unstructured 

data concerning an item can be added and updated over time 

by users interacting with the system. Several studies have 

focussed on obtaining relevant information from unstructured 
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data, such as reviews, to improve the quality of both 

justifications and recommendations. The primary benefits of 

CB approaches encompass its autonomy in constructing user 

profiles, as it does not rely on other users to generate 

recommendations. Additionally, it is conducive to 

incorporating new items and exhibits transparency. However, 

it has certain limitations, such as the cold-start problem for 

users, restricted content analysis, and potential 

overspecialisation [11], [12]. 

Applications of CB filtering approaches are mainly on 

items with significant textual content. Therefore, it is not 

surprising that CB recommendation algorithms have a strong 

relationship with information retrieval, since both fields 

involve techniques to process and present relevant 

information to users. They share similarities in using text 

analysis, feature extraction, and similarity measures to 

connect users with content that matches their preferences or 

information needs. 

The classic term frequency-inverse document frequency 

(TF-IDF) measure and its variations are still favoured in some 

literature. However, CB approaches using TF-IDF may 

encounter a few limitations. One limitation is the inability to 

account for synonyms, as it does not consider any semantic 

relationship between words [13]. The TF-IDF algorithm 

assigns importance to individual terms in a set of words 

without prioritising any specific feature selection. However, 

since feature selection is not a fundamental aspect of TF-IDF, 

it requires one to adapt additional parameters, such as feature 

selection function and thresholds, to obtain the best possible 

results [14].  

The use of the TF-IDF approach for a large document may 

also present certain difficulties. Research has demonstrated 

the inefficiency of TF-IDF for large data sets and its limited 

ability to account for semantic similarities in language [15]. 

The studies of the authors in [16] and [17] demonstrate that 

relying only on TF-IDF is insufficient for accurate 

recommendations. The limited amount of data available for 

processing significantly impacts the quality of the 

recommendation outcomes. The use of semantic techniques 

can contribute to enhancing the effectiveness of 

recommendation systems. Implementing TF-IDF can be 

improved by adopting or combining it with other methods or 

resources, such as the KG.  

A KG is a specific type of graph that is specifically created 

to help with the comprehension of contextual information. 

KGs are complex networks consisting of interconnected 

facts, giving rise to a sophisticated information structure. KG 

intricate networks comprise interconnected facts, forming a 

complex structure of information. The information provided 

encompasses different facets of entities, events, or 

connections in the real world. It is specifically designed to be 

comprehensible for both humans and machines [18]. 

According to [19], the use of KGs offers several benefits. 

First, it facilitates the creation of semantic representations for 

items, as their formal and interconnected structure enables 

systems to retrieve more relevant items. Second, it 

contributes to improved search efficiency by leveraging 

advanced representations. Lastly, the analysis of correlations 

between queries based on the relationships connecting 

entities in KGs leads to more accurate retrieval results. 

Currently, most research in CF-based recommendations 

addresses the applications of knowledge graphs (KGs) in 

different ways. For example, KGs have been used to gain a 

deeper understanding of user preferences [20], address 

challenges related to data sparsity [21]–[23], the cold-start 

problem, and improve recommendation coverage [24], [25]. 

However, the implementation of KGs in CB RSs is still 

limited. 

Therefore, our proposed model aims to enhance CB RSs 

by incorporating KG. This integration allows for the 

enrichment of movie information within the graph, where 

each content element can serve as a feature that contributes to 

constructing user profiles. This study is similar to the work in 

[24], where a KG was constructed using an existing data set 

such as MovieLens. However, this study employs different 

methodologies and approaches. The proposed work for CF 

differs significantly from our approach, as we use CB in our 

work. The authors in [24] employ a spreading method with 

distinct steps for the recommendation process. This research 

focusses on improving coverage and addressing the cold-start 

problem. In our work, our aim is to address the issue of 

restricted content by employing a variety of features and 

additional knowledge, such as topic information, to 

effectively find relevant items for users by selecting features. 

According to [26], selecting features positively impacts the 

recommendation process, as it helps reduce the number of 

data dimensions, eliminate irrelevant data, improve learning 

accuracy, and improve recommendation results. Finally, the 

proposed method also aimed to discover whether it would 

improve precision compared to the traditional CB approach 

and improve the recommendation.  

II. MATERIALS AND METHODS 

As mentioned above, the main aim of this study is to 

exploit KG to enhance the performance of CB RSs. 

Throughout this study, we used the movie domain 

represented by the MovieLens data set [27]. The MovieLens 

data set, however, is mainly suitable for CF approaches and 

has limited textual content, which can affect the performance 

of CB approaches [28]. Thus, all items in the MovieLens data 

set are further enriched with plot synopses which are 

available in the movie plot synopses with tags (MPST) data 

set [29]. MPST is a corpus of ≈70 fine-grained tags and their 

associations with ≈14 K plot synopses of movies. For 

example, as shown in Fig. 1, the Toy Story movie is enriched 

with the plot synopsis from the MPST data set by mapping of 

movieId. 

As illustrated in Fig. 2, the proposed recommender model 

consists of five phases: data preprocessing, topic extraction, 

user-feature mapping, KG representation, and 

recommendation. The following describes these phases. 

A. Data Preprocessing 

In the preprocessing phase, the aim is to construct the 

lexicon and corpus that encompass important words. The 

lexicon stores a comprehensive collection of words, each 

accompanied by a unique numerical identifier. A corpus is a 

data structure that consists of a list of lists. Each list within 

the corpus contains a tuple that represents a word ID and its 

corresponding frequency. Data preprocessing involves 

tokenisation, stopword removal, lowercase conversion, and 

lemmatisation. 
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Fig. 1.  Example of movie mapping from the MovieLens and MPST data set. 

 
Fig. 2.  Proposed recommender system.

Tokenisation is a process that involves splitting sentences 

into individual words. In addition, all words are converted to 

lowercase, punctuation marks are removed, and stop words 

are eliminated. We use the bigram and trigram methods to 

extract a sequence of n words frequently occurring in the 

corpus. These methods involve referencing two or three 

words in a sequence before performing lemmatisation. 

Careful measures have been taken to facilitate the synopsis 

cleaning process, aiming to minimise noise to avoid data 

sparseness and obtain high-quality data. 

To ensure the quality of the lexicon that only relevant 

words describing each movie are included, we only consider 

words where their occurrences in the corpus are larger than 

70. We also remove any words that appear in less than ten 

documents. This stage is crucial because it enables us to 

discard words deemed irrelevant within the framework of our 

research. 

B. Topic Modelling and Extraction 

Topic modelling plays an important role in improving CB 

RSs, as it helps to understand the main themes and topics 

within items, whether they are articles, movies, products, or 

any other form of content. This understanding goes beyond 

simple metadata such as keywords, enabling a more nuanced 

representation of content. This study uses the latent dirichlet 

allocation (LDA) mallet technique to extract topics. The 

reason for choosing LDA mallet is its use of an optimised 

Gibbs sampling algorithm, which ensures the generation of 

efficient topics. The LDA algorithm generates many topics; 

however, not all are considered relevant for practical use. 

Thus, we only chose the eight most relevant topics based on 

the finding of the heuristic value that yields the maximum 

performance using the LDA approach. Figure 3 shows terms 

for each topic.  

 
Fig. 3.  Terms for each topic. 
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As can be seen, most of the terms are related and represent 

specific topics. For example, the terms in Topic1 and Topic2 

relate to family and crime, respectively. 

C. User-Features Mapping 

The user-features mapping phase involves mapping three 

distinct data sets: a user-rating data set, a data set containing 

detailed information on movies, and a data set containing 

topic data associated with each movie ID (movieID). Both the 

user-rating and movie data sets are sourced from the 

MovieLens data set. The mapping process merges all three 

data sets into a single representation that illustrates the 

relationships between users, movies, and topics. The mapping 

is performed by matching the movieId from each data set. 

D. Knowledge Graph Representation 

The mapped data set from the previous process is then 

transformed into a KG, where instances and features related 

to users, movies and topics are represented as nodes, and the 

relationships between them are represented as edges.  

One of the key advantages of KGs is their ability to 

facilitate the exploration of relationships between nodes, 

edges, and their properties. Every node and edge within the 

network symbolises a unique connection between the 

characteristics of the user and the object, which in turn serves 

as a measure of the user’s interests.  

As illustrated in Fig. 4, the nodes represent entities for 

Movie, User, Actor, Director, Genre, and Topics. The nodes 

Actor, Director, Topic, and Genre represent the features of 

the movies. The edges represent the relation between entities 

in the KG, where the relation DIRECTED refers to directors 

who direct the movies, HAS_GENRES refers to genres for 

the movies, ACTED_IN refers to actors who acted in the 

movies, RATED contains user ratings of each movie, and 

HAS_TOPIC refers to the topic for the movie.  

 
Fig. 4.  Detailed view of the data set represented as a knowledge graph. 

E. Recommendation 

When using traditional CB RSs, the recommendation 

phase matches user interests with item attributes by utilising 

user profiles and item representations to recommend 

appropriate items. A prediction model is developed and used 

to generate a relevancy score by means of some similarity 

measures for each item for each user. This score is used to 

rank and order items to recommend to the user. When using 

KG, such values are stored back in the graph, which is, in this 

way, enriched with other data inferred from the item profiles. 

The features used to represent movies and user profiles are 

genres, actors, directors, and movie topics. The movie genres 

are extracted from the MovieLens data sets, whereas actors 

and directors are extracted based on the given links in 

MovieLens data set, and topics are additional data that are 

extracted and processed from the synopsis provided by the 

MPST data set. The vector space model (VSM) is used to 

represent movies and user profiles. 

To represent the users’ preferences for movies, a 

relationship called INTERESTED_IN was constructed 

within the graph. In this case, we assumed that a user is 

interested in the movie if he/she gives a rating of 3.5 or 

higher. The features that represent user preferences are 

determined by their assigned weights. The weight defined for 

each feature is determined by its frequency of occurrence in 

the user profiles. 

Figure 5 illustrates the result with the weight assigned to 

each feature in a user profile 113591. The weight is a 

numerical representation of the level of interest of the user in 

a particular feature to model their profiles. The approach is 

used to assess the strength of the relations between user-

feature pairs based on their weight. The higher the weight, the 

stronger the strength relation. 

 

 
Fig. 5.  User profile for user 113591 with features weight representation. 

Figure 5 also shows the interest of user 113591 in four 

films directed by Ingmar Bergman. Consequently, Ingmar 

Bergman is included as one of the features in the user profile, 

with a designated weight of 4.  

To create the user profile, we set a threshold value of 2 or 

higher for the appearance of features. Any features that 

exceed this value will be mapped to user-interest relations on 

the graph, and their occurrence will reflect their weight. The 

cypher code below refers to the process of creating the 

relationship INTERESTED_IN. 

 
To create a new relation to construct user profiles 

MATCH (user:User)-[r:RATED]->(movie:Movie)-

[:ACTED_IN|DIRECTED|HAS_TOPIC|HAS_GENRES]-(feature) 

WHERE r.rating > = 3.5 

WITH user, feature, count(feature) as occurrences 

WHERE occurrences > 2 

MERGE (user)-[:INTERESTED_IN]->(feature) 

SET r.weight = occurrences 
 

 

To proceed with the recommendation, another threshold is 

established to narrow down the weight range for user 

preferences, which helps the graph to find relevant movies 

that reflect the user profile. The following is the cypher code 
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applied to extract movies based on specified features. 

 
To get a movie based on features 

MATCH (m:Movie)-
[r:HAS_TOPIC|ACTED_IN|DIRECTED|HAS_GENRES]-(feature<-
[i:INTERESTED_IN]-(u:User {userId: $userId}) 
WHERE NOT EXISTS((u:User)-[]->(m)) AND EXISTS((u)-[]-
>(feature)) 
WITH m, count(i) as featuresCount, count(r) as relation 

WHERE featuresCount > 10 

RETURN m.movieId as movieId, m.title as title 
 

 

Figure 6 shows the similarity measuring between users and 

items, where 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑛 refers to movie features that represent 

actor, director, genres, and topic, while 𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑎 represents 

user interest. 

 
Fig. 6.  Procedure on user-item similarity of the proposed method. 

To calculate the similarity between user-movie pairs, we 

normalise the weight of each feature. The similarity scores 

are then calculated using the cosine measure. The equation of 

cosine similarity is shown in (1), where 𝑓𝑎  refers to feature 𝑎 

and 𝑓𝑛 refers to feature 𝑛 

  cosine _ , .a n

a n

a n

f f
similarity f f

f f





 (1) 

The top N items that are most similar to the user profile are 

then submitted for recommendation. 

III. RESULTS 

To test the effectiveness of the proposed approach, we 

conducted a series of experiments and benchmarked the 

results against the conventional TF-IDF weighting scheme 

and LDA. In this study, we used a MovieLens data set. This 

data set encompasses approximately 330,975 unique users 

and roughly 33,832,162 rating entries across a collection of 

86,537 movies. For this research purpose, we extended the 

MovieLens data set using another set of movies from MPST 

that contains plot synopsis data. We mapped the MovieLens 

and MPST movie based on the IMDb ID. As a final result, the 

match movies comprise approximately 12,008 movies with 

complete synopsis. Figure 7 represents a snippet extracted 

from the mapping of both data sets. 

We use the same plot synopsis throughout all the 

experiments, but with different approaches. We use the 

synopsis only to plot the TF-IDF approach. In contrast, in the 

LDA approach, we used the synopsis to extract it as a 

meaningful topic and recommend an item based on it. In 

contrast, our proposed approach uses the topic extracted from 

the LDA approach with other additional features, such as 

actor, director, and genre, to perform the recommendation. 

  
Fig. 7.  Movie data with plot synopsis. 

TABLE I. RESULTS OF EXPERIMENTS. 

Approaches 
Precision Recall F score 

@5 @10 @15 @5 @10 @15 @5 @10 @15 

TF-IDF 0.723 0.726 0.725 0.036 0.093 0.109 0.069 0.165 0.190 

LDA 0.836 0.800 0.769 0.042 0.077 0.116 0.080 0.140 0.202 

KG 0.990 0.938 0.871 0.050 0.094 0.133 0.095 0.171 0.231 

 

To evaluate the proposed approach, the data were divided 

into training and testing in the 80:20, 70:30, and 60:40 ratio. 

We used the standard metrics of Precision@k, Recall@k, and 

F-measure@k in all of the experiments, where the equations 

are as follows, respectively: 
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where 𝑘 refers to the k top recommendations. We observed at 

k = 5, 10, and 15 throughout the evaluation. 

The results shown in Table I demonstrate that the proposed 

approach achieves better results compared to the traditional 

CB method using TF-IDF and LDA. Our approach 

demonstrates better precision than other approaches, with an 

increase of 0.26 and 0.15 compared to the TF-IDF and LDA 

approaches, respectively. 

The experiment used a cut-off point of 100 movies. Recall 

values indicate that there is a minimal disparity between the 

Recall@10 for TF-IDF and our proposed approach. This 

difference arises because both approaches are able to 

recommend relevant items in the top 10, but our proposed 

approach has better ranking performance, as evidenced by the 

precision values. 

IV. DISCUSSION 

As mentioned earlier, all experiments use the same plot 

synopsis, but with different approaches. The TF-IDF 

approach uses traditional term weighting techniques, while 

the LDA employs the process of extracting terms based on 

specific topic distributions, while our proposed approach uses 

the extracted topics from LDA and other features using the 

KG. On the basis of the result, our proposed approach 

outperforms the other two approaches in all performance 

metrics. We can assume that relying solely on the plot 

synopsis cannot give a good prediction. Certain plots may 

include noise that can lead to the term “weighting” to focus 

on unimportant keywords. The outcome indicates the 

importance of enhancing user features that impact the result 

of suggestions. The inclusion of crucial information, such as 

the actor, director, and other relevant features that represent 

the content of movies, highlights the importance of creating 

an improved profile preference on the KG. 

Figure 8 shows a comparison between the LDA approach 

and the proposed KG approach when using the MovieLens 

data set and the topics extracted from the MPST data set for 

𝑢𝑠𝑒𝑟113519. 

  
Fig. 8.  LDA approach vs. KG approach.

The user-features item mapping constructs a KG that links 

items and features from the MovieLens data set and topics. 

The KG is then used to construct the user profile and the 

movie profile. In this case, the KG has the advantage of 

utilising all available features to establish connections with 

other movies based on the relations within the graph.  

In the case of LDA, due to its reliance on topic distribution, 

focussing on the topic might suggest items that the user does 

not prefer. On the contrary, graphs have the ability to traverse 

paths to locate additional information. The graph enables the 

identification of relationships between features that may not 

be available using conventional CB methods. Our proposed 

approach uses extracted topics from LDA and features such 

as actors, directors, and genres. The threshold we set based 

on the feature occurrences justifies their strong relation 

within the user features.  

V. CONCLUSIONS 

This study presents an approach to enhance traditional CB 

RSs by incorporating KG. The use of the LDA methodology 

within the framework of the RSs under consideration 

facilitates the process of extracting relevant topics. 

Additionally, we incorporate KGs by using the available data 

set from MovieLens and enhancing it with topic information 

derived from LDA. The KG enhances user preferences by 

leveraging data connections derived from attribute 

relationships within the graph.  

The proposed method demonstrates superior performance 

compared to baselines due to its utilisation of supplementary 

knowledge sources. It can be concluded that the features play 

a crucial role in determining the appropriate and precise 

recommendations based on the preferences of the users. In 
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our work, we utilise the features that are observed more 

frequently in the profiles. The more robust the features built 

into the user profiles, the more accurate the recommendation 

will be. 

However, the effectiveness of the proposed approach is 

constrained by the accessibility of MovieLens data set and the 

topics extracted using LDA. To enhance data linking and 

expand the exploration of items, it is important to consider 

leveraging existing KGs, such as DBpedia, Wikipedia, or 

Freebase, in future research works. Additionally, the 

applications of KGs to overcome the well-known problems 

of overspecialisation and serendipity in CB recommendations 

have the potential for further exploration. 
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