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1Abstract—This paper presents a novel method for the 

characterization of the sea state using a set of raw 

experimental Synthetic Aperture Radar (SAR) data in two 

dimensions, i.e., in the “fast time” and “slow time” directions 

(as explained in the text) and the so-called “Modified Fractal 

Signature” (MFS) method. That is, experimental SAR radar 

signatures in the above two dimensions (i.e., “raw data” in the 

time domain) were provided to our research group by the 

Norwegian Institute of Defence (FFI Institute), Norway, which 

we processed and analyzed using the MFS method in a novel 

way, as presented in detail in this paper. The numerical results 

obtained here show an easy categorization of the sea surface as 

“calm sea” or “turbulent sea”, thus establishing a very 

promising technique for the characterization of sea state in real 

time, as described in detail in the text. 

 

 Index Terms—Synthetic aperture radar (SAR); 

Experimental backscattered SAR raw data; 3D processing and 

analysis of SAR raw data; Modified fractal signature (MFS) 

method; Fractal dimension; Sea state characterization. 

I. INTRODUCTION 

The problem of characterization of the sea state by using 

backscattered electromagnetic (EM) waves or radar signals 

and fractal techniques is well known in the radar literature 

[1]–[14]. Here, the first question might arise, namely, why 

use fractal techniques for such a problem. The answer lies in 

the fact that for this problem of EM scattering from the sea 

surface, the latter can be considered either as a rough 

surface, which can be mathematically described by “random 

processes” (see, e.g., [15]) or as a “fractal surface” (see, 

e.g., [16]–[20]). More generally, fractal mathematics has 

been used in the literature to model rough surfaces for the 

problem of interaction of EM waves with them [21]–[24]. 

Furthermore, for interested readers, fundamental concepts 

about fractal mathematics can be found in [25]–[30].  

In previous (recent) studies by our group in this area of 

research, we first dealt with simulation studies for the 

backscattering of EM radar waves from fractal surfaces 
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[19], [20]. Furthermore, we examined the problem 

considered in this paper, i.e., the characterization of the sea 

surface from experimental SAR raw data, provided to us by 

FFI Institute, where we examined fractal properties of the 

backscattered one-dimensional (1D) SAR radar signatures 

(which are called in the SAR bibliography “range profiles”). 

In these papers of ours [13], [14], we examined the above-

mentioned fractal properties of the “radar range profiles” by 

analyzing these range profiles “one by one”, i.e., separately 

one from another (i.e., “1D analysis”). In [13], we examined 

the fractal properties of the “range profiles” in the time 

domain, while in [14] in the frequency domain. On the 

contrary, in the present paper by our research group, we 

examine the fractal properties of a “set of backscattered 

radar range profiles”, that is “3D analysis” of these SAR 

raw data (as will be presented below, in this paper). 

The structure of this paper is as follows. In Section II, we 

briefly present the real-field experimental SAR raw data 

provided to us by the FFI Institute. This is followed, in 

Section III, by the description of our proposed “three 

stages” of pre-processing of these data, necessary before the 

application of our “main sea state characterization 

algorithm”, along with our numerical results, which show 

representative radar signatures at several stages of the 

above-mentioned “pre-processing” scheme. Furthermore, in 

Section IV, the “main sea state characterization algorithm”, 

which is based on the “Modified Fractal Signature” (MFS) 

technique [31]–[34], applied to the pre-processed SAR raw 

data, described above, along with our numerical results “sea 

state characterization” is presented. Moreover, in Section V, 

a short discussion on the method proposed in this paper, 

which is considered to be fully novel, and also superior to 

our point of view, compared to the method proposed by our 

research group in [13], [14] is presented. Finally, in Section 

VI, future directions of this research are provided.  

II. EXPERIMENTAL SAR RAW DATA 

This paper uses SAR raw data recorded from sea clutter, 

which were collected during the “NEMO 2014” trials in 

Taranto, Italy, using PicoSAR X-band radar of the FFI (i.e., 
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“Norwegian Institute of Defence”, Oslo, Norway) as input 

to a specific SET Working Group. The experiment took 

place in Taranto bay in southern Italy on 23 and 24 

September 2014. On the first day, the weather was quite 

windy (wind speed 10 m/s–12 m/s), thus creating a rather 

turbulent sea, compared to the second day, during which the 

sea surface was calm (wind speed 1 m/s–2 m/s). 

The geometry of the sea state characterization problem is 

shown in Fig. 1. Here, a helicopter (with PicoSAR radar 

inside) moves vertically, with negligible horizontal velocity 

(helicopter movement from down to up, or vice versa), and 

the helicopter pilot kept the direction of the antenna beam 

up-wind (i.e., the direction of radar pulses - EM wave 

propagation in the opposite direction of the wind speed). 

The “PicoSAR” radar transmits Linear Frequency 

Modulation (LFM) radar pulses toward the sea, as shown in 

Fig. 1. Then it is able to record the backscattered “range 

profiles” from the sea surface as a function of the grazing 

angle θg (see Fig. 1). Here, M is the number of “range bins” 

in a range profile (where the “range profile” is the 

backscattered response in the time domain from the sea 

surface to one pulse of LFM emitted) and N is the total 

number of backscattered range profiles. Furthermore, here, 

the “range direction” is the direction of propagation of the 

EM waves and the “cross range” direction is the direction 

vertical to the previous one, while by “fast time” we mean 

the time interval between the “range bins” in a range profile 

and by “slow time” the time between subsequent range 

profiles. 

 
Fig. 1.  Geometry of the sea state characterization problem, where the 

helicopter moves vertically transmitting PicoSAR radar electromagnetic 

(EM) pulses towards the sea. 

On the first day (23/9/2014), the wind speed was reported 

in the range from 10 m/s to 12 m/s. That is, a high wind 

speed corresponding to a sea state 4 up to almost 5 (namely 

wave heights from 1.25 m up to 3 m). The helicopter moved 

vertically, where the grazing angles θg (see Fig. 1) were 

scanned in the range from 3 ° to 55 °, within a window of 

20 ° in the horizontal (azimuthal) direction. The time of the 

full grazing angle span was approximately 4 minutes.  

During the second day (24/9/2014), the wind speed was 

reported in the range from 1 m/s to 2 m/s, which sometimes 

died out locally. That is a very low wind speed that 

corresponds to a sea state 1 (wave heights from 0 m to 

0.1 m). The helicopter moved vertically with the 

corresponding grazing angles in the range from 4 ° to 54 °, 

and, similarly with the first day, a slight drift in the azimuth 

pointing angle of the bore sight of no more than 20 °. The 

radar was set up to use a range to scene center (slant range) 

constant at 1850 m for all grazing angles. 

III. PRE-PROCESSING DATA SCHEME PROPOSED BY OUR 

RESEARCH GROUP 

In this Section, the “three stages pre-processing scheme”, 

introduced by our research group for the problem 

considered here (e.g., before the applying the “MFS sea 

state classification algorithm” to the radar data) is presented, 

along with the corresponding representative numerical 

results (produced by our research group). 

Figure 2 presents two indicative range profiles for a 

grazing angle θg = 38.5 o, produced in the experiment 

described in Section II above. Namely, Fig. 2(a) presents an 

indicative range profile from “day 1/turbulent sea”, and Fig. 

2(b) a corresponding one from “day 2/calm sea”. One can 

observe here that the maximum amplitude of the first (i.e., 

for “turbulent sea”) is much higher than that of the “calm 

sea” (note that “relative amplitude information” between the 

two days of experiment, under consideration, will be kept, 

in some way, during the development of our “sea state 

classification algorithm” presented in this paper, and this is 

considered crucial for our proposed algorithm). 

 
(a) 

 
(b) 

Fig. 2.  Indicative range profiles from the experiment described in Section 

II: (a) “Day 1” (turbulent sea/“high amplitude values”), (b) “Day 2” (calm 

sea/“lower amplitude values”). 

Then, our “pre-processing scheme”, proposed in this 

Section, consists of the following “three stages”: 

1. Averaging of range profiles (in this paper, by a factor 

N = 10) for noise reduction (i.e., to improve the “Signal-

to-Noise Ratio” (SNR) of the signals). Please note that 

this technique is also sometimes referred to in “radar 

terminology” as “incoherent integration” of radar signals, 

i.e., integration of radar signals without “phase 

correction” [41]). 
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2. Filtering of signals to detect and remove “outliers” 

using the so-called “boxplot/IQR” statistical method 

[36]–[40]. Here, by the term “outliers” we mean some 

extreme (and erroneous) signal values, which are not 

justified by the statistical analysis of the majority of the 

signals values and which must be removed before further 

signal processing. Signal values that lie outside the outer 

fence are considered outliers 

 3 ,Upper fence Q W IQR    (1) 

where the values of Q3 and IQR are calculated separately 

for each range profile. After extensive numerical 

experiments of ours in the available PicoSAR data, the 

optimal value of the parameter W [“Whisker parameter”, 

usually in the range (1.5, 3)] [36]–[40] was found to be W 

= 2.25. This means that for this selected value of 

parameter W, most “outliers” were removed from the data 

without affecting the main body of the signal. 

3. Normalization of signals by the maximum signal 

amplitude observed in the data (in this case also by the 

“radar receiver dynamic range”). Please note that in this 

way, relative signal amplitude information is maintained, 

from “day 1” to “day 2”, as also mentioned above. Min-

max normalization linearly transforms all signal 

amplitudes into the range [0, 1]. For the data to be 

appropriate to be used as input to the “MFS sea state 

classification algorithm” of Section IV, they must be 

rescaled to the range [0, 255] using the formula 

 ( ) / ( ) 255,min max minX X X X X      (2) 

where Xmax-Xmin is the “radar receiver dynamic range”. 

The indicative range profiles after the application of 

“stage 1” are shown in Fig. 3 (for “day 1/turbulent sea”) and 

Fig. 4 (for “day 2/calm sea”).  

 
Fig. 3.  Indicative range profiles in “3D representation” (e.g., a set of range 

profiles for 350 subsequent values of the “slow time” index N) after the 

application of “stage 1” (“averaging”). Here, for signals during “day 

1/turbulent sea”, “high signal values”). 

Note in Figs. 3 and 4 that in “day 1/turbulent sea” the 

amplitude of the signals is, in general, “much larger” than 

the corresponding values in “day 2/calm sea”. 

 
Fig. 4.  Similarly to Fig. 3, but here for “day 2/calm sea”, “low signal 

values”. 

Indicative range profiles after the application of “stage 2” 

(“filtering of outliers”), described above, are shown in Figs. 

5 and 6 below (“outliers” successfully removed).  

 
Fig. 5.  Indicative range profiles in “3D representation” after the application 

of “stage 2”, (“filtering of the outliers”). Here, for signals during “day 

1/turbulent sea”, “high signal values”). 

 
Fig. 6.  Similarly to Fig. 5, but here for “day 2/calm sea”). 

Then, in the pre-processing data scheme described above, 

we are almost ready now to apply the “MFS classification 

algorithm”. The word “almost” was added above, because 

the “3D data” derived in the way described above must now 

be normalized and rescaled to the range [0, 254], i.e., “stage 

3”, described above. Representative raw radar data in “3D-
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form” and 2D-form after pre-processing stages are shown in 

Fig. 7 (case of turbulent sea) and Fig. 8 (case of calm sea). 

 
Fig. 7.  Representative raw radar data in “3D form” after the pre-processing 

scheme described above are the final input to the MFS classification 

algorithm. Here, for “day 1/turbulent sea”. 

 
Fig. 8.  Similarly, to Fig. 7, but here for “day 2/calm sea”. 

IV. APPLICATION OF THE “MODIFIED FRACTAL SIGNATURE” 

(MFS) METHOD TO PRE-PROCESSED RADAR SIGNALS 

The “Modified Fractal Signature” (MFS) method [31]–

[34] is a well-known method used in the literature for image 

classification, such as texture and text analysis [31], [32], 

biomedical image classification [33], radar image 

classification [34], etc. The main idea behind it is to 

calculate the “fractal area” A(δ) of a rough surface using 

fractal techniques as a function of image resolution δ (in this 

method, δ also represents the “iteration order” in this 

iterative fractal technique). In this method, the “fractal area” 

is calculated by dividing the volume between the “upper 

surface” and the “lower surface” (of the 3D surface 

considered) by the height 2δ of that [32], hence its 

equivalent name of “blanket technique” (Fig. 9).  

 
Fig. 9.  Representation of the upper (uδ) and lower (bδ) blankets that cover 

the 3D radar signals (gδ). 

Once the “fractal area” of the rough 3D surface has been 

calculated as a function of iteration (image resolution) δ, the 

so-called “fractal dimension curve” FD (δ) is calculated 

using well-known fractal techniques [31], [32] (note that the 

latter curve is also called in the bibliography as “modified 

fractal signature” (MFS) of the original rough surface). The 

mathematics of the MFS method can be found in [31], [32], 

and, in a very simple manner, for radar applications, in [34]. 

Note here that in [34] the “MFS classification method” is 

applied to “SAR radar images”, and not to “SAR raw data”, 

as in this paper, therefore it is a totally different method for 

“target classification”. 

When the “MFS classification method” is applied to the 

pre-processed 3D SAR raw data (according to the “pre-

processing scheme” described in Section III), the “fractal 

signatures” curves FD (δ) are shown in Fig. 10, where θg is 

the grazing angle, as shown in Fig. 1. The value Dμ shown 

in Fig. 10 is the average value obtained from all 

measurements of each fractal dimension curve FD (δ). 

 
Fig. 10.  Fractal signatures FD (δ) obtained after the application of the “MFS 

classification method” to the “3D SAR raw radar” described in Section III 

(i.e., after the “pre-processing scheme”).  

Grazing angles with θg > 41 o form fractal dimension 

curves that are exactly the same as the curve “38 ο < θg < 

41 ο” and for that reason they are omitted from the plot. As 

we can see from Fig. 10, for the same sea state (e.g., 

turbulent sea), there is a dependency between fractal 

dimension curve and grazing angle. This dependency 

constantly decreases as the grazing angle increases. Above a 

certain value (e.g., θg > 35 o), the results of the fractal 

dimension are very slightly affected by the grazing angle.  

Furthermore (and most important), from all these curves 

in Fig. 10, we can clearly see that, for all grazing angles 

considered here, the “turbulent sea” (“green curves” at the 

top of the figure/day 1) is very easily discriminated from the 

“calm sea” (“blue curves”  at the bottom of the figure/day 

2), which is very promising results for a later, fully 

automatic and “full scale”, sea state characterization by the 

method described in this paper. 

Furthermore, in Fig. 11, the “mean fractal dimension” Dμ 

is calculated in “real time” as a function of the grazing angle 

(θg) in the range from 20 o to 50 o degrees. In “real time”, 

the proposed algorithm automatically reads the SAR raw 

data recorded for a duration of a 2.5 minutes of flight and 

every 3.5 seconds (namely every 3500 range profiles) it 

calculates one Dμ value from the fractal dimension curve 

FD(δ) obtained after the application of the MFS method on 
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this set of 3500 range profiles.  

Furthermore, the pink lines in Fig. 11 represent the 95 % 

prediction bounds based on our measurements. These 

prediction intervals indicate that we have a 95 % chance that 

any new observation will actually contain within the lower 

and upper prediction bounds. In other words, from Fig. 11 

we can conclude that even without having the exact 

information on the grazing angle, if Dμ value is calculated 

between 2.0 and 2.3, then we have a probability of 95 % 

that the sea is in the sea state 1. While if Dμ value is 

calculated between 2.6 and 2.8, we have a probability of 

95 % that the sea is in the sea state 4 up to 5.  

 
Fig. 11.  Mean fractal dimension (Dμ) values are obtained every 3500 range profiles. The dashed “green line” represents the grazing angle route over the 

turbulent sea, while the dashed “blue line” represents the grazing angle route over the calm sea (grazing angle in degrees).

As a general trend, the amplitude of the backscattered 

electromagnetic (EM) wave increases with increasing 

grazing angle (θg) and this fact is also reflected here with the 

positive slope of the prediction bounds (pink lines), that is 

the increased grazing angles are associated with a 

probability of increased values of the “mean fractal 

dimension” (Dμ). If the grazing angle is known (e.g., the 

prediction bounds are calculated for a narrower grazing 

angle span), then the proposed method can provide a sea 

state characterization with even greater accuracy and 

certainty. 

V. CONCLUSIONS 

To summarize, in this paper, a novel method for 

automatic sea state characterization was presented by using 

airborne raw SAR radar data and fractal techniques (MFS 

algorithm). The raw data from the SAR experimental real 

field described above were pre-processed appropriately to 

improve the SNR of the signal and remove the unwanted 

“signal outliers”, as described in detail in Section III. After 

these pre-processing steps, the “3D SAR raw data signals” 

(i.e., as a function of “fast time”, in “range”, and “slow 

time”, in “cross range”), after “max-min normalization” and 

rescaling, were transformed into an appropriate range as 

input to the “Modified Fractal Signature” (MFS) 

classification method, thus obtaining very promising sea 

state classification results. 

Note that in this method, the SAR raw data are 

normalized, for both days of sea observation, by the “radar 

dynamic range”; therefore, the information of the amplitude 

of the received radar signal is maintained between the two 

days of sea observation. In practical terms, i.e., for future 

possible practical exploitation of the method proposed in 

this paper, radar calibration is needed, as far as transmitted 

power, slant range, and grazing angle is concerned. These 

appear to be, in practical terms, some limitations to the 

method presented here, which, however, appears to be very 

promising for real-time and efficient sea state 

characterization by using airborne SAR radar techniques. 

Finally, comparing the classification results of this paper 

with the corresponding results of ours based on our previous 

related research [13], [14], we have the following 

comments. Compared to the work in [13], here, the 

characterization of the sea state is provided by the “fractal 

dimension” criterion, which is a well-known measure of 

surface roughness widely used in the literature. Moreover, 

compared to the work in [14], the important advances of 

working with two-dimensional (2D) data (in this paper) 

rather than in one-dimensional (1D) data used in [14] were 

the following:  

 Much more evident sea state characterization, i.e., 

much better separation of classification curves; 

 Validity of our correct classification results for all 

grazing angle values, considered in this experiment by 

FFI (some drawbacks on those observed in the numerical 

results in [14]). 

VI. FUTURE RESEARCH 

Future related research can follow from this method for 

full sea state characterization, e.g., estimating the mean 

height of sea surface waves by using the above technique. 

Furthermore, the use of simulated SAR raw data, already 

available by our research group [19], [20], can be used for 

comparison (as opposed to the experimental SAR raw radar 

in real field used in this paper). Moreover, we could apply 

our method with real SAR radar data obtained from 

different airborne or spaceborne platforms. Finally, possible 

other fractal methods, except the MFS method used here, 

can be considered in future related studies, e.g., “Regny 

spectrum methods” [33], [35]. 
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