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1Abstract—Due to the limitation of economics and time cost, 

the data obtained from hydro-turbine coordination field test are 

insufficient to fully guide the setting of unit operating 

parameters. To enlarge the amount of data, realise power point 

tracking, and avoid the problems of high non-linearity with 

hydro-turbine physical model which is difficult to simulate in 

actual field, a mathematical prediction model is proposed based 

on an improved multi-layer neural network. Using the rule 

activation function, L2 regularisation, Adam optimiser and its 

gradient parameters are optimised by PSO algorithm in the 

prediction model. It is found that lacking true value in the 

process of anti-normalisation leads to difficulty for actual 

forecast of neural network. Therefore, an adaptive 

anti-normalisation strategy is proposed to improve the actual 

prediction accuracy, which can judge the value of the interval. 

According to the analysis of examples with hydro-turbine 

coordination and non-coordination test, the results show that 

the proposed prediction model and interval strategy can 

effectively forecast the coordination operating conditions of the 

turbine with high accuracy under small samples. 

 

 Index Terms—Hydro-turbine power predictive; Improved 

multi-layer neural network; Anti-normalisation strategy; Blade 

angle; Guide vane openings.  

I. INTRODUCTION 

To ensure the efficient operation of hydropower units, in 

the actual field, through the coordination and 

non-coordination tests of turbine units, the blade angle and 

guide vane openings are adjusted under a certain head to 

obtain data such as output power and efficiency of the units, 

which provides guidance for setting turbine parameters. 

Coordination test refers to the operating condition of 

hydro-turbine in which the blade angle and the guide vane 

openings are in a non-linear corresponding relationship. But 

both coordination and non-coordination experiments require 

a lot of economic and time costs, and usually only a limited 

amount of data can be obtained. The shortage of test data can 

be effectively compensated by establishing a prediction 
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model to realise data enhancement.  

Due to the complexity of the hydraulic turbine system, the 

built physical prediction model is often in a highly non-linear 

form [1], [2]. Generally, considering that there are 

fluctuations of penstock, spiral case, draft tube [3]–[5] at the 

actual coordination test site, it is almost impossible that the 

physical model fully simulated the actual environmental 

factors of field tests, so it is difficult to satisfy the accuracy 

and universality of the physical model. Therefore, to avoid 

the shortcomings of the physical model, this paper conducts 

research from the perspective of establishing a mathematical 

prediction model.  

The neural network is a mathematical model with the 

ability to predict data. Guo, Wu, Lu, and Wang [6] utilise the 

Back Propagation (BP) neural network combined with 

historical data for hybrid wind speed prediction. Complex 

non-linear mapping can be realised by BP neural network, 

but there exist weak points of slow convergence speed and 

fall into local optimum easily with gradient descent method. 

To increase the speed of convergence, Montes-Atenas et al. 

[7] construct a deep neural network (DNN) model to realise 

the size and rate of bubble forecasting by increasing the 

number of multiple hidden layers. However, when the 

activation function is sigmoid for weight threshold 

correction, it needs a chain derivative from the input layer to 

the output layer one by one. Once the number of layers is too 

large, it is possible that the parameters stop updating, since 

the continuous multiplication of multi-layer derivatives will 

produce a vanishing gradient. Due to the limitation of the 

gradient descent algorithm, Chang, Zhang, and Chen [8] use 

Adam gradient optimiser to improve it. But only a brief 

introduction of Adam algorithm is reported; mathematical 

process that combine Adam with the parameters updating the 

neural of the network is not proposed in detail. In terms of 

data handling, the authors in [9] and [10] divide historical 

data into train set and test set, which are normalised for the 

prediction model. Nevertheless, the effect of the 

anti-normalisation process on the actual forecast is neglected, 

and the anti-normalisation formula is usually inverted simply 

according to the original format without specifying the 

physical meaning of the corresponding parameters. 
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In view of the above points that need to be improved, this 

paper proposes an improved multi-layer neural network 

(IMNN) prediction model based on the BP network 

framework where the number of hidden layers is extended to 

a limited number to accelerate the convergence speed of the 

network and prevent the gradient from vanishing. The rule 

function is used as the activation function, and Adam 

optimiser is adopted as the gradient algorithm whose 

parameter settings are optimised by Particle Swarm 

Optimisation (PSO). Furthermore, L2 regularization is used 

to stop overfitting [11]–[14]. In this paper, an explicit 

mathematical derivation of the IMNN model is derived from 

the operating principle and optimisation aspects. An adaptive 

anti-normalisation interval strategy is proposed for the 

practical forecasting application of neural network. The 

effectiveness of the mathematical model and the adaptive 

strategy is proved with the coordination and 

non-coordination tests. 

II. BP NEURAL NETWORK 

The BP neural network consists of three layers: input layer, 

hidden layer, and output layer, whose structure is shown in 

Fig. 1. It includes two calculation processes: forward 

propagation and reverse learning [15]. Data samples enter the 

network from the input layer and reach the hidden layer after 

the weights and threshold calculation. Then the data are 

activated by functions in hidden layer and after that will 

arrive at the output layer through a new round of weights and 

thresholds calculation. In the end, the predicted values are 

obtained at the output layer. This process is called “forward 

propagation”. During reverse learning, the weights and 

thresholds are corrected based on the loss function for the 

next forward propagation, which keeps the network error 

within the accuracy range under several iterations of 

calculation. The calculation process of BP neural network is 

as follows (take output neuron threshold 0c  ): 
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Fig. 1.  Structure of the BP neural network. 

In (1)–(4), 
j

x  is the value of the sample to the input layer, 

i
U  represents the input signals of the hidden layer, 

i j
W  and 

i
b  are the weight threshold between the input layer and the 

hidden layer. s x( )  denotes the activation function sigmoid 

of the hidden layer [16]. 
i

T  represents the output signals of 

the hidden layer, y  is the result of the output layer, and 
i

V  is 

the weight between the hidden layers. 

Reverse learning regards the loss function as the objective 

function of gradient descent and achieves the effect that the 

loss function of the network gradually decreases with the 

number of iterations by modifying weights and thresholds. p  

is the number of samples group, 1 2 n[ , , , ]p p p p T

p jx x x xx  

is the vector of input data of the network model, and define its 

loss function as 

 
21
.

2
p p p

err t y ( )  (5) 

In (5), 
p

t  represents the value of expectation, in other 

words, the actual historical data. 

Taking the weight 
ij

W  as an example, if the negative 

gradient operation is carried out, the modified part is as in the 

following 
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In (6), 
1

c  is the learning rate, 
1

1,0<c   substitute formula 

(5) into (6), and 
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Reference equations (1), (3), and (4) and the differential 

characteristics of the sigmoid function: 
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Replace (8) into (7) to get the update formula of weight 

,
ij

W  the derivation process of 
i

b  and 
i

V  is similar to the 

weight, and the results are as in the following: 
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III. IMNN PREDICTION MODEL 

With the number of hidden layers which are expanded to 3 

based on BP structure, the convergence speed of the model 

can be accelerated, while the problem of vanishing gradient 

caused by deep layers can be avoided. Its structure is shown 

in Fig. 2. 
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Fig. 2.  Structure of IMNN. 

The rule function is used as the activation function as 

follows 

 ( ) max(0, ).R x x  (11) 

According to (3), 

 ( ).i iT R U  (12) 

The matrix expression for the forward calculation of 

IMNN (Fig. 2) is as follows 
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In (13), W1, W2, and W3 are the weight matrix, 

 1 2 3, , 1, )2,3(
T

b b b    b  is the threshold vector, V = 

[V1, V2, V3] is the weight vector between the last hidden layer 

and the output layers, and y is the output vector of the 

prediction model. 

Compared with sigmoid whose calculation is exponential 

function, the only need of the rule function is to judge 

whether the input is greater than 0, which has obvious 

advantages in calculation speed and convergence speed. In 

the case of avoiding too many negative inputs, the rule 

function solves the problem of vanishing gradient from the 

mathematical theory [17], [18], and its differential 

characteristics are 

 =
1, 0,

( )
0, 0.

x
R x

x


 


 (14) 

Owing to the fact that the activation function has been 

replaced, according to (12) and (14), (8) is changed as 
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Putting (14) in (7), the gradient update formula of the rule 

function can be obtained 

 

1

1

1

= ,

,

.

p p p p

ij p i i j

p p p

i p i i

p p

i p i

W c V R x

b c V R

V c R










 

 

 (16) 

Combined (16) with (15), when the input sample number is 

P, the weighted gradient and threshold can be obtained as 
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The overfitting phenomenon is that the model fits the 

current data too deeply and it is difficult to make correct 

judgment on new input data which have not been learnt. 

Since the model lacks generalisation, L2-norm is used to 

prevent overfitting of the numerical model, and regularity 

term is added to the loss function to represent complexity of 

model 
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Define the loss function for the total sample as 
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In (18) and (19), λ is the regularisation coefficient, ξ = [W1, 

W2, W3, V]T is the total weight matrix. The change of the loss 

function causes the gradient equation (17) to become 
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Adam optimiser is used as the gradient algorithm, taking 

the weight 
ij

W  as an example ( g p

W ij  is abbreviated as g p

ij ), 

the calculation process of Adam optimiser is as in the 

following: 
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In (21)–(25), p

ijm  is the first momentum related to the first 

power of the gradient, p

ijI  is the second momentum 

associated with the square of the gradient, and β1, β2 are the 

coefficients. p

ijm  is bias-correct for the first momentum and 

p

ijI  is bias-correct for the second momentum. Considering 

that the first and second momentum coefficients of each 

sample are consistent, the updating formula of the Adam 

gradient optimisation algorithm is simplified as follows 
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The Adam gradient algorithm of bi and Vi deduces the same 

principle and gives an updating formula directly: 
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The IMNN flow chart is shown in Fig. 3. 

Particle Swarm Optimisation is an evolutionary algorithm 

for intelligent population searching, which can optimise 

network parameters. Taking the total loss function after the 

IMNN iteration as the PSO fitness function, considerlearning 

rate c1, the momentum coefficients β1 and β2 as the 

parameters to be optimised. The flow chart is shown in Fig. 4. 

IV. ADAPTIVE ANTI-NORMALISATION INTERVAL STRATEGY 

The symbolic unit of each feature xj is not uniform due to 

the different features in the sample data x = [x1, … xj, … xn]T, 

so it is necessary to adopt normalisation that controls the 

input data of each feature in the range of [0, 1]. In addition, 

normalisation can accelerate the convergence of the model 

with higher accuracy. In this paper, the normalised formula 

[19] is used as 
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In (29), α = 0.95, β = 0.05, xmax, and xmin are divided into 

the maximum and minimum values of the input eigenvectors. 
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Fig. 3.  Flow chart of the IMNN calculation. 
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Fig. 4.  Flow chart of the optimised Adam parameters based on PSO. 
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The non-linear description ability of IMNN is realised by 

learning the sample data that input into the model one by one 

and modifying the weights and thresholds Wp, Vp, and bp. 

Each time the weight threshold is modified on the basis of the 

samples that have been learnt in the previous iteration, which 

makes the update of the weight threshold have “memory”. 

The weight threshold learns and remembers the non-linear 

relationship between the current sample and the learnt 

sample. Through one iteration of all sample data, the weights 

and thresholds obtained have the ability of non-linear 

description of the complete sample, and a round of memory 

of the data is realised. Iteration of the network is a process of 

strengthening the memory by the learnt rounds. As the 

number of network iterations increases, the deeper the 

“memory degree” of the weights and thresholds, the stronger 

the non-linear description ability of the model. After several 

iterations of learning, the sample data obtain the final 

weights, thresholds Wlast, Vlast, and blast to form a mature 

IMNN model, which has the ability of prediction. 

In this paper, samples are divided into two types, learning 

sample Ix  and samples to be predicted II .x  According to 

(13), for the normalised input data 
II


x  of the sample that to 

be predicted, the mature IMNN calculation procedure is as 

follows: 
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In (30), 
II


y is the normalised value of network output. 

Anti-normalisation is the key step to convert the output 

value of neural network into actual value. The calculation 

form is obtained from the inverse operation of (29) 

 max min min

1
= ( )( ) .Y Y Y


   Y y  (31) 

In (31), max ,Y  minY  are the maximum and minimum values 

of the actual output values. 

For the learning samples Ix  and the samples to be 

predicted II ,x  the anti-normalisation formulas are as in 

following: 

 I I max I min I min
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In (32), I max max= ,Y t  I min min .Y t  However, in (33), the 

values of II maxY  and II minY  are undetermined. Because the 

actual real value of IIY  is unknown, in other words, IIY is the 

predictive output of samples to be predicted II .x  Since it is 

significant to find the substitutes for II maxY  and II min ,Y  the 

physical process of learning and forecasting is shown in Fig. 

5.  
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Fig. 5.  Processes of data normalisation. 

The IMNN train model is to realise the non-linear 

capability of the network output through continuous iterative 

learning of the neural network under the condition of the 

known input Ix  and expected output value .t  The predicted 

output IY  is obtained after anti-normalisation of the expected 

values maxt  and min ,t  which approximately fits the actual 

expected value .t  

The known input of the IMNN mature model is only II ,x  

while the expected output value is unknown.  According to 

(33), only the values of II maxY  and II minY  determine the actual 

prediction IIY  output. In reverse thinking, if the maximum 

and minimum values of IIY  can be approximated, find a set 

of maxN  and minN  that can be used to approximately replace 

II maxY  and II minY  ( II maxY , II min min=Y N ), the predicted actual 

value IIY  can be obtained. The closer the substitute 

approximate values are, the closer the forecast results are to 

the true level. 

The values of maxN  and minN  have the following 

schemes: 

 Case 1: Direct adoption of learning samples with 

maximum and minimum expectations, max max= ,N t  

min min= ;N t  

 Case 2: An adaptive anti-normalisation interval strategy 

is proposed according to the characteristics of 

hydro-turbine test data. 

The flow of adaptive anti-normalisation interval strategy is 

shown in Fig. 6; note that the corresponding expression of the 

converted power of the hydro-turbine coordination test is as 

( , ).N=f a  Take the kth sample of input data (
II II II[ , ]k k kx a ) 

for example: 

Step 1: Judge whether 
II

k  belongs to the learning sample 

vector I .φ  If yes, turn to Step 2; if not, move to Step 4. 

Step 2: Find a group of -

I ,ka  +

I

ka  that belongs to the 

learning sample vector 
I

k
α  and satisfy 

 -

I I I .k k ka a a    (34) 

In (34), -

I

ka  is the maximum in an array of values smaller 

than 
I

ka  in the learning sample, +

I

ka  is the minimum in an 

array of values greater than 
I

ka  in the learning sample. Move 

to Step 3. 
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Step 3: Find the corresponding power value as follows: 

 
max

min

+

I I

-

I I

( , ),

( , ).

k k k

k k k

N f a

N f a





 




 (35) 

Step 4: Find a group of -

I ,k  +

I

k  that belongs to the 

learning sample vector 
I

k
φ  and satisfy 

 -

I I I .k k k      (36) 

In (36), -

I

k  is the maximum in an array of values smaller 

than 
I

k  in the learning sample and +

I

k  is the minimum in an 

array of values greater than 
I

k  in the learning sample. Move 

to Step 5. 

Step 5: Judge whether 
II

ka  belongs to the learning sample 

vector I .a  If yes, move to Step 6; if not, turn to Step 7. 

Step 6: Find the corresponding power value as follows 

 

+

max

-

mi

I I

I In

( , ),

( , ).

k k k

k k k

N f a

N f a





 




 (37) 

Step 7: Find the corresponding power value as follows: 

 
max

min

I I I I

I I I I

[ ( , ) ( , )] / 2,

[ ( , ) ( , )] / 2.

k k k - k k+

k k - k+ k - k -

N = f a f a

N f a f a

 

 

  


 

 (38) 

To sum up, there exist three relationships between samples 

to be predicted (
II ,
k  

II

ka ) and learning samples (
I ,k  

I

ka ), 

and the corresponding 
max

kN  and 
min

kN  formulas are: 

1. 
II I II I,k ka  φ a  corresponding equation (35); 

2. 
II I II I,k ka  φ a  corresponding equation (37); 

3. 
II I II I,k ka  φ a  corresponding equation (38). 

Take the third as an example to demonstrate the physical 

flow of the adaptive interval, as shown in Fig .7. 

Input the kth sample

No

Yes

Yes

List samples to be 
predicted

Start

End

     

No

k+1 k

k kaⅡ Ⅱ，

k φⅡ Ⅰ

+ -Find k k  φⅠ Ⅰ Ⅰ，
-s.t.  k k k    Ⅰ Ⅰ Ⅰ

ka aⅡ Ⅰ

+ -Find k ka a aⅠ Ⅰ Ⅰ，
-s.t.  k k ka a a  Ⅰ Ⅰ Ⅰ

+ -Find k ka a aⅠ Ⅰ Ⅰ，
-s.t.  k k ka a a  Ⅰ Ⅰ Ⅰ

max

+( , )k k kN f a Ⅰ Ⅰ

min

-( , )k k kN f a Ⅰ Ⅰ

max

+( , )k k kN f a Ⅰ Ⅰ

min

-( , )k k kN f a Ⅰ Ⅰ

max
[ ( , ) ( , )] / 2k k k - k k+N = f a f a  Ⅰ Ⅰ Ⅰ Ⅰ

min
[ ( , ) ( , )] / 2k k - k+ k - k -N f a f a  Ⅰ Ⅰ Ⅰ Ⅰ

max min

k kN N，

max max

min min

max( )

min( )

N

N





N

N

 
Fig. 6.  Flow chart of the adaptive interval strategy. 
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Fig. 7.  Physical process of adaptive interval. 
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V. GRADIENT OPTIMISATION ALGORITHM SIMULATION 

To verify the effectiveness of the Adam optimiser 

proposed in this paper, it is compared with the Stochastic 

gradient decent (SGD), SGD with momentum (SGDM), 

Adagrad gradient algorithm [20], [21], and BP network under 

the condition of unchanged IMNN network parameters. 

Figure 8 shows the convergence curve of the loss function 

after 300 iterations of the network. 

The parameters of each gradient algorithm are shown in 

Table I, where the learning rate of Adam gradient algorithm 

is much lower than that of SGD, SGDM and BP neural 

network (6 times of SGD and 4.5 times of BP network).  

 
Fig. 8.  Convergence rates of IMNN from different gradient algorithms. 

Adam gradient algorithm can converge faster and keep the 

error accuracy minimum in the last stage of iteration. Under 

the condition of the same learning rate, the loss function of 

Adagrad gradient algorithm is close to Adam after IMNN 

iterates about 104 times, and the convergence accuracy is not 

as good as Adam. Adam has obvious advantages over 

Adagrad in convergence speed. 

PSO is used to optimise the gradient parameters of Adam, 

set the number of particles to 20, and iterate 50 times. The 

effect is shown in Fig. 9, where the convergence speed of the 

optimised Adam gradient is significantly higher than the 

unoptimised one. The parameter settings after optimisation 

are shown in Table Ⅱ. 

 
Fig. 9.  Comparison between Adam & optimised parameters based on PSO. 

TABLE I. PARAMETERS OF DIFFERENT GRADIENT ALGORITHM. 

Gradient algorithm 
Learning rate 

c1 
Momentum coefficients 

Adam 0.002 β1 = 0.11 β2 = 0.99 

SGDM 0.012 β = 0.1  

SGD 0.012  

Adagrad 0.002  

BP 0.009  

TABLE Ⅱ. DATA OF OPTIMISED PARAMETERS BASED ON PSO. 

                        Parameter 

Algorithm 
c1 β1 β2 

Adam 0.0020 0.110 0.990 

PSO-Adam 0.0039 0.037 0.998 

VI. SIMULATION PREDICTION 

Example 1: Taking the non-coordination test data from a 

hydropower station in Guangxi, China, as an example, the 

hydro-turbine head is 9.3 m (H = 9.3 m). Due to the huge 

mechanical inertia of the hydraulic turbine, it is difficult to 

flexibly adjust the blade angle φ in a wide range. The value of 

the blade angle φ in the non-coordination test site changes 

gradually along the same direction. First, fix the angle of the 

blade φ and adjust the value of guide vane opening a; then 

change φ and adjust a. Therefore, the historical data are 

randomly arranged to improve the randomness of the 

learning samples and ensure the generalisation of the model. 

Randomised historical data are divided into learning samples 

and samples to be predicted. As shown in Table Ⅲ, unlike 

learning samples that have the expected power value, the 

samples to be predicted only contain the input φ and a, which 

satisfy the actual forecast conditions. 

TABLE Ⅲ. DATA OF LEARNING & PREDICTION WITH 

NON-COORDINATION CONDITION. 

Learning samples Samples to be predicted 

No. φⅠ aⅠ PⅠ No. φⅡ aⅡ 

1 85.2 79.0 28269.94 26 85.2 86.0 

2 13.0 42.8 8382.45 27 65.0 74.8 

3 53.3 78 20699.97 28 26 50 

       

24 65.0 83 23791.20 33 26 62 

25 26.0 45.8 11245.66 34 53.3 74.0 

 

First, the learning samples are imported into the IMNN 

model, and the mature prediction model is obtained after the 

iterative training is completed. The samples to be predicted 

are then entered into the IMNN mature model to obtain the 

prediction. As shown in Fig. 10, the blue line is the actual 

value and the red dotted line is the training value of the 

learning samples, and almost fit of two lines reflects that 

IMNN already possess mature predictive capabilities. After 

learning samples, it is time to turn to the samples to be 

predicted. The pink line represents the prediction values that 

adopt the Case 1 anti-normalisation strategy, and the cyan 

line represents the prediction values that use the Case 2 

adaptive anti-normalisation interval strategy. When the 

model prediction is finished, the field test is carried out to 

obtain the black line. When comparing two forecast lines 

with black lines, the results show that the predicted values 

which utilise the adaptive anti-normalisation interval strategy 
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are closer to the actual value of the field test. 

Finally, to reflect the advantages of the proposed strategy, 

as shown in Fig. 11, the green dotted line is drawn, which 

applies Case 3 anti-normalisation strategy. The data are 

shown in Table Ⅳ. 

 Case 3: Because the actual value of field test has been 

obtained (black line), that means that the vector IIY  is 

known, so the values of xII maY  and nII miY  are available. Put 

Imax maxI= ,N Y  min minII=N Y  as an anti-normalisation 

strategy. 

The predicted value of IMNN through the Case 3 strategy 

approximates the field test actual value, which is based on the 

result of anti-normalisation of the test true value interval. 

Ignoring the systematic error of the model itself, in theory, 

the best forecast effect is the anti-normalisation realised by 

the actual value interval. The gap between the predicted value 

and the actual value of the field test is measured by relative 

error, root mean square error (RMSE), and mean absolute 

error (MAE) indicators, as shown in Table Ⅴ. 

 
Fig. 10.  Predicting effect of IMNN with non-coordination condition. 

 
Fig. 11.  Diagram of prediction at work with non-coordination condition. 

TABLE Ⅳ. DATA OF PREDICTION & EXPERIMENT WITH 

NON-COORDINATION CONDITION. 

No. 

Case 1 

predict 

value 

Case 2 

predict 

value 

Field test 

actual 

value 

Case 3 

predict 

value 

26 28344.03 28212.86 29497.40 28880.58 

27 22789.34 21439.86 23515.07 23151.55 

28 11792.56 8031.26 11961.48 11809.72 

     

33 13114.07 9642.61 13016.12 13172.70 

34 20392.87 18517.83 20048.96 20679.91 

TABLE Ⅴ. EVALUATIVE INDICATORS OF PREDICTIVE VALUE 

WITH NON-COORDINATION CONDITION. 

           Indicator 

Strategy 
Relative error RMS MAE 

Case 1 10.88 % 2514.56 2124.82 

Case 2 2.33 % 589.07 455.03 

Case 3 2.53 % 607.14 493.47 

 

Example 2: Taking as an example the coordination test 

data of a hydropower station in Guangxi, China, the head of 

the hydro-turbine is 6.0 m (H = 6.0 m). The data for the 

learning samples and the samples to be predicted are shown 

in Table Ⅵ. 

TABLE Ⅵ. DATA OF LEARNING & PREDICTION AT WORK WITH 

COORDINATION CONDITION. 

Learning samples Samples to be predicted 

No. φⅠ aⅠ PⅠ No. φⅡ aⅡ 

1 77.0 88.4 14368.31 12 26.8 61.6 

2 12.4 49.6 4205.19 13 36.3 69.3 

    14 23.8 60.0 

10 80.5 89.5 15382.32 15 68.6 85.1 

11 55.3 79.7 11770.61 16 6.62 44.2 

 

Since the blade angle φ and guide vane opening a need to 

be changed simultaneously in the coordination test, the 

adjustment time of a single sample is much longer than the 

non-coordination test, so the data obtained by the 

coordination test are much less than that of the 

non-coordination test in limited test time. The results of the 

IMNN forecast are shown in Table Ⅶ and Fig. 12. 

TABLE Ⅶ. DATA OF PREDICTION & EXPERIMENT WITH 

COORDINATION CONDITION. 

No. 

Case 1 

predict 

value 

Case 2 

predict 

value 

Field test 

actual value 

Case 3 

predict 

value 

12 6412.27 7410.68 6878.26 6813.08 

13 8314.66 9787.38 8768.37 8516.95 

14 5910.57 6783.89 6467.69 6363.74 

15 13546.35 16323.44 13131.04 13202.67 

16 3169.60 3359.53 3226.52 3908.88 

 
Fig. 12.  Predicting the effect of IMNN with the coordination condition. 

The case3 line is closest to the actual value of the field test 

(black line), and the effect of case2 line is slightly lower than 

that of case3 line. Obviously, this result is due to the fact that 

the anti-normalisation interval is the actual true value and that 

the adaptive anti-normalisation value can approach the field 
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test value as close as possible to ensure the accuracy of the 

prediction. Taking into account the actual prediction, it is 

impossible to directly obtain the true value of the experiment 

and the case3 line. Therefore, the adaptive anti-normalisation 

interval strategy possesses significance for practical 

forecasting application. 

The results of evaluation indices are shown in Table VIII, 

under the small sample learning data, predictive values based 

on anti-normalisation interval strategy can still approximate 

the field actual test values with low error accuracy. It further 

proves the effectiveness of the proposed IMNN prediction 

model and adaptive anti-normalisation strategy. 

TABLE Ⅷ. EVALUATIVE INDICATORS OF PREDICTIVE VALUE 

WITH COORDINATION CONDITION. 

             Indicator 

Strategy 

Relative 

error 
RMS MAE 

Case 1 14.37 % 1619.46 1203.19 

Case 2 4.37 % 402.07 365.96 

Case 3 3.09 % 339.81 258.97 

VII. CONCLUSIONS 

To solve the problem that the hydro-turbine coordination 

test data are not enough to guide the parameter setting of 

units comprehensively, this paper starts from the perspective 

of building a mathematical prediction model. For BP neural 

network prediction model, there exist problems such as slow 

convergence rate of gradient descent method, vanishing 

gradient probably caused by sigmoid activation function in 

multi-layer network structure, and data overfitting, etc. An 

improved multi-layer neural network (IMNN) prediction 

model is proposed and the optimisation process is derived 

mathematically. It explains the role of non-linear fitting and 

prediction significance of the weight threshold to the sample 

data in the iterative process and gives out the predictive 

calculation formula of mature model after training. It is 

pointed out that the problem of practical application of neural 

networks is that the interval size of the actual value to be 

predicted cannot be obtained. Based on this, an adaptive 

anti-normalisation interval strategy is put forward; besides, 

the accuracy and effectiveness of the proposed prediction 

model are verified by case study of turbine coordination and 

non-coordination operating conditions. 
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