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1Abstract—The communication requirement for integrating 

Distributed Renewable Generation (DRG) into Smart Grid 

(SG) is not strict, where the reliability and critical demand of 

data delivery are compromised due to the low-data rate and 

power of ZigBee. However, the presence of various dielectric 

constant materials in the DRG can cause transmission 

impairments of the electromagnetic wave. In this paper, we 

have analysed the performance of the ZigBeePRO network by 

applying the shortest path algorithm while delivering energy 

data from the solar DRG to the SG. The DRG architecture is 

created by considering a real test-bed of 35 kW solar DRG at 

Universiti Putra Malaysia (UPM). The numbers of nodes are 

calculated from specifications of the ZigBeePRO enabled 

Waspmote embedded board, inverters, and electrical 

parameters of a Photovoltaic (PV) module. The results of the 

obtained propagation path loss model indicate that the 

Transverse Electric (TE) and Transverse Magnetic (TM) 

polarizations are proportional to the loss of the propagation 

path at different incident angles (α); however, an exception is 

observed for the TM polarization at α = 55 o. Due to this 

polarization effect, the brick-built type cabin at the DRG site is 

a consequence of a higher propagation path loss than the Iron 

(III)-made cabin. The other performance parameters, 

including network throughput, data loss, and ZigBeePRO 

collision, are also evaluated. 

 
 Index Terms—Distributed renewable generation; Received 

signal strength indicator; Shortest path algorithm; 

ZigBeePRO. 

I. INTRODUCTION 

The Smart Grid (SG) concept was first established 

approximately forty years ago due to many shortcomings 

arising in the existing exhausted power grid system, such as 

a slower and critical response time [1], mandatory data 
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delivery for demand and energy forecasting from distributed 

power plants [2], and carbon emission issues [3]. Many 

countries, including Malaysia, have set a milestone in 

integrating Distributed Renewable Generation (DRG) into 

SG through wireless data communication technologies [4]. 

For this integration, the IEEE802.15.4 supported 

ZigBeePRO has been widely proposed by the previous 

research authors in [4]–[7]. In this application, the 

ZigBeePRO technology offers ease and lower installation 

and operating cost. In contrast, it has limitations on 

interference and spectrum resources [8]. Despite these 

limitations, ZigBeePRO technology is more feasible and 

advantageous over the other wireless technologies from the 

analysis of the SG network structure by many researchers 

[1]–[3], [8]–[10]. This trend of using ZigBeePRO 

technology is the motivation for examining network 

performance in the DRG application of SG. 

In this paper, a ZigBeePRO network scenario is divided 

into several DRG sites, located adjacent to each other. 

ZigBeePRO nodes are assumed to be randomly placed at the 

DRG site. The overall network architecture is constructed as 

a multi-hop tree fashion, from the distributed end to the SG 

control centre. In one of the DRG sites, the ZigBeePRO 

nodes are considered to be deployed with solar generation. 

The deployed node collects the energy data from the inverter 

and exports them to the control centre. For this export 

service, we applied greedy algorithm to find the shortest and 

strongest weighted path of the Received Signal Strength 

Indicator (RSSI). The algorithm has the advantage of less 

complexity, which can reduce the processing time of the 

node’s microprocessor and thus save energy. The algorithm 

may lead to longer routes caused by the avoidance of 

obstacles that result in a longer delay. However, in the DRG 

application, the nodes are placed with a line of sight at a 

certain height from the inverter. Due to open areas in the 

solar farm, there is a mere chance for the ZigBeePRO 

signals to face obstacles by trees, PV modules, or other 
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avoidance. In addition to this, the slight delay in the delivery 

of energy data from the DRG to the control centre is not 

crucial, based on the findings of our previous research [4]. 

The novelty of this study is that we have conducted a 

performance analysis on a range of ZigBeePRO networks, 

namely network throughput, packet loss, and collision under 

the DRG scenario, while the electromagnetic ZigBeePRO 

radio wave is included to investigate propagation loss 

through dielectric constant materials, transverse electric, and 

magnetic polarization effect analysis.  

There are several recent researches related to ZigBee and 

network performance in different SG networks, such as 

substations, power control room, and transformer vault [10]. 

The performance parameters were end-to-end delay, 

throughput, packet delivery ratio, and energy consumption. 

Another practical experiment was conducted indoors for the 

performance evaluation of 51 ZigBee nodes in terms of 

transmission throughput, packet loss rate, and node 

connectivity [11]. Collisions were observed in star topology 

due to multi-hopping and setting lower value of the backoff 

exponent. A higher value of the backoff parameter decreases 

collisions, but it also decreases battery life [12]. Hanzalek 

and Jurcik presented a novel method to minimize the energy 

consumption of the ZigBee beacon enabled cluster tree 

network by setting a time division scheduling period [13]. In 

[14], the packet drop rate and end-to-end delay were 

analysed in another cluster tree based wireless sensor 

network using the proposed algorithm. In [15], energy 

efficiency is evaluated in broadcast and multicast 

environments by developing the broadcast incremental 

power algorithm. 

Taking into account the PER performance metric, ZigBee 

was practically studied with other nearby Industrial, 

Scientific and Medical (ISM) bands using a home energy 

network test-bed [16]. In simulation based design for home 

area network using ZigBee, the direct spread spectrum, 

Offset Quadrature Phase-Shift Keying (OQPSK) 

modulation, non-coherent type of receiver are used to reduce 

the interference, complexity, and overall cost. The bit error 

rate and signal-to-noise ratio of the transceiver model are 

shown graphically, but the performance is not analysed [17]. 

In [18], the fast joining technique is proposed for a meter to 

join a ZigBee coordinator in the advanced metering 

infrastructure by eliminating the scanning time. The 

technique improves the node joining time up to 500 m 

distance, however, Zigbee interference with WiFi was not 

considered in the analysis. The other algorithm proposed for 

a short joining time for ZigBee in different topologies, such 

as the fast association mechanism for the star topology [19], 

the fast association process for the tree topology [20], and 

the scheduling algorithm for the beacon collision problem in 

the tree topology [21]. 

In [22], the propagation path loss was obtained in free 

space, simulation, and from measured data at three different 

frequencies other than the 2400 MHz frequency. The 

inclusion of the height of the tree trunk in the piecewise 

model is the significance of the research. The model shows 

18 % to 30 % less error than other models compared in that 

analysis. The path loss was analysed from experimental data 

in the concrete school building and parking lot environment 

inside a shopping mall by the authors in [23] and the forest 

environment (palm tree plantation in Singapore) - by the 

authors in [24]. In [23], the ceiling and antenna height can 

affect the breakpoint distance characteristics at the mobile 

band frequency. The proposed model estimated the path loss 

in the indoor environment and showed performance up to a 

distance of 1.2 km. On the other hand, the authors in [24] 

proposed the ITU-R model in the Ultra High Frequency 

(UHF) and Very High Frequency (VHF) bands and 

experimented at different frequencies. Improvement of the 

model can solve the lateral wave problem in the VHF band.  

In addition to ZigBee, another 2.4 GHz operating 

technology called “Wi-Fi” was considered for protecting the 

power system in a critical time condition [25]. The authors 

considered this technology for model analysis and for the 

benchmark performance of the wireless network in SG. This 

technology was also proposed for an automatic meter 

reading and a new mesh-type routing algorithm [26]. 

None of these works has studied the performance of the 

ZigBeePRO network in the DRG environment. Therefore, 

different from the discussed related reviews, it is attempted 

to deploy the shortest path algorithm and analyse the 

ZigBeePRO network considering a real-world DRG 

environment by providing related mathematical models in 

the concept of integrating DRG with the SG. The 

contribution of this research can be summarized in three 

ways: 

 The RSSI based shortest path algorithm is applied for 

the energy data import service using ZigBeePRO 

communication by considering a real test-bed, 35 kW 

solar power plant at Universiti Putra Malaysia (UPM); 

 Different properties of the solar DRG site, such as 

antenna placement and uneven presence of obstacles, are 

investigated for the performance analysis of the 

ZigBeePRO network, namely network throughput, packet 

loss, and collision; 

 Due to the presence of these properties, the 

Electromagnetic ZigBeePRO wave effect can cause 

transmission impairment which is considered by 

analysing dielectric constant materials, transverse electric, 

and magnetic polarizations.  

The approach proposed by the latest ZigBeePRO protocol 

is better than the existing technology because it is 

convenient for sensor integration over the other 

communication technologies. In addition, it supports longer 

coverage, low power consumption, a large number of child 

node integration, and better data encryption over Wi-Fi. 

Therefore, in this research, the critical issues of the DRG 

environment and the network performance of the 

ZigBeePRO are considered for modeling and evaluation. 

II. ZIGBEE COMMUNICATION ARCHITECTURE FOR DRG 

Figure 1 is illustrated to explain the connectivity of the 

network considering a real test-bed of solar DRG at the 

Universiti Putra Malaysia (UPM), location coordinate 

22.945 ° North and 101.75 ° East. The 10 kW solar DRG is 

planned to extend up to 35 kW, which we consider as DRG 

integration into the SG using the ZigBeePRO network. In 

the network, we consider three sites, namely DRG site 1, 

site 2, and site 3. The DRG site 2 and site 3 consist of a 

BIPV/FiT network, where the DRG site 1 is dedicated for a 
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35 kW large solar DRG. The overall architecture of the 

network is a tree topology - from distributed end point to the 

control centre via mesh routers (Fig. 1(a)). Mesh routers, 

such as Gateway G2, Gateway G3, and Gateway G4, are 

served as Personal Area Network (PAN) coordinators of 

DRG site 2, DRG site 1, and DRG site 3, respectively. All 

routers are interlinked with each other through Wi-Fi mesh 

communication coordinated by Gateway G1 (Fig. 1(b)). A 

separate network from gateway G1 is created to connect it to 

the control centre. Depending on the geographical location 

of Gateway G1 and the control centre, any of the 

communication technologies (4G/5G/Wi-Fi/optical) can be 

considered for this network. For example, if the location of 

Gateway G1 is in a remote territory and there is no coverage 

with any nearby Wi-Fi mesh network, Gateway G1 can be 

connected solely to the control centre through 4G/5G or 

optical fibre communication. 

The RSSI based shortest path algorithm is applied in the 

DRG site 3 - a mesh network consists of a large number of 

nodes. The nodes are referred to as sensors with the 

integrated ZigBeePRO embedded board. All the nodes act as 

a Fully Functional Device (FFD) and one of them 

coordinates the mesh network. In practice, each smart 

inverter is an FFD, because the FFDs are integrated into it. 

A separate FFD can be used for environmental data record, 

installed at the DRG substation. According to the modern 

specification of the smart solar inverter, nodes are connected 

to the inverter where the ZigBeePRO radio can be placed at 

a height of 3.5 m (including structural height) from the roof 

of the inverter with a line of sight. Therefore, the number of 

FFDs depends on the number of inverters required, which is 

determined from the DRG capacity. An extensive discussion 

on the DRG mesh network and the practical use of the 

ZigBeePRO coalesced FFD for monitoring energy data 

under a solar DRG can be found in our previous researches 

in [4] and [27], respectively.  

In the proposed approach, all nodes are assumed to be 

FFDs under the DRG mesh network. This is because the 

integration of the DRG into the SG control centre is a two-

way data communication technology [4], and each 

ZigBeePRO node performs a two-way data communication 

service. The network can be used to control distributed 

nodes from the control centre without physical access. In 

addition, when the ZigBeePRO at the DRG serves for data 

monitoring, it will be required to upgrade, program modify, 

insert new-task, and other jobs. However, consider all the 

nodes, as FFDs can increase the power consumption. Based 

on our research, the increase is insignificant because the 

frequency of data delivery in this application is low, 

generally 3 samples/min is sufficient [27]. 

DRG site1

FFD

FFD

Shortest with highest RSSI weighted 
FFD node path of DRG site1

n1 n2

n5 n3

n4n6

r1,2

r1,3r1,5

r5,3

r4,3

r3,2

r1,6

r5,6

r2,4

r2,5

r4,6

r2,6

r3,6

r1,4

r4,5

n1 n2

n5 n3

n6 n4

r1,6

r1,2

r5,6

r3,2

r2,4

To gateway

(a) (b)

(c)

/LOS)

LOS

Ethernet 

wire line

SG control 

center

Gateway 

G3

Gateway 

G2

Gateway 

G4

Gateway 

G1

DRG site2

Wi-Fi Mesh 

among 

gateways 

DRG 

site3
Wi-Fi

3G

Wired or 

wireless

 
Fig. 1.  (a) Wireless communication architecture to integrate DRG with SG; (b) Each DRG site has one ZigBeePRO network where multiple FFD nodes 

form the network; (c) The shortest and highest RSSI weighted path obtained. 

 

III. PROPOSED SHORTEST PATH ALGORITHM FOR DRG 

Nodes are operated following a greedy Prim’s algorithm. 

The greedy choice finds the minimum shortage path for 

forwarding the data to the PAN coordinator. To implement 

the algorithm, a graph is assumed to consist of nodes where 

G and I are the set of nodes and the set of nodes’ 

interconnections, respectively. Then  1 2, ,... ..., ,kG n n n  

where ,k Z  and each of the interconnections denotes as 

, .i jr I  In addition, for each  1 ,i i k   there is a j such 

that 1 0 .j j and j k     If k is a total number of nodes 
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at G, I will consist of 
 1

2

k k 
 number of edges at most. 

It is also assumed that every node 
in G  of a network 

acts as a FFD. It means that each of  1 2, ,... , kn n n  FFD 

node can perform as both operational node and network 

coordinator. Among these coordinators, only one is the 

central PAN coordinator denoted by nc. The nc
 
has extra 

computational capabilities over any  cG n  FFD node of 

the network. There are also algorithms for electing nc and 

techniques to overcome the attempt of multiple coordinators 

to become a central PAN coordinator [28]. After the election 

of nc, it sends a broadcast message. Upon receiving the 

broadcast message, the  cG n  numbers of FFDs also send 

Acknowledgements (ACKs) in broadcast mode. If every ni 

sends one ACK, the total ( 1)k   number of ACK messages 

will be broadcasted, and each ni will receive at most ( 2)k   

numbers of ACK messages (2 nodes are excluded: nc and 

itself). On the basis of the received ACKs, each ni can 

estimate the corresponding RSSI (
,i jr ) and also the 

distances 
,( )i jd  of its neighbor FFDs. Many previous 

researchers have modeled RSSI as a function of the distance 

between the sender node and the receiver node (1) [29]. The 

RSSI value is considered as a weight of the interconnection 

between the sender FFD and the receiver FFD; e.g., the 

weight of the RSSI value of (ni, nj) or (nj, ni) is 
,i jr  or 

, .j ir  

As both FFDs are symmetrical and bidirectional, it can be 

written 
, ,i j j ir r  and 

, ,i j j id d  

 
1,1 1,2 , 1,1 1,2 ,, , ... ... 10 log[ , , ... ... ]i j i jr r r d d d      (1) 

where   and   are the path loss exponent and constant, 

respectively. Following the above-mentioned procedure, a 

connected and undirected weighted graph is formed 

analytically. Now, the objective is to construct a path (T) 
that spans the weighted graph such that T must be acyclic 

with a weight of ri,j and .T I  Then the total weight will be 

maximized when (2) is true 

 , ,( ) [ ( , )],i j i j i jr T Max r n n   (2) 

provided ( , .i jn n T  

Therefore, in particular, two conditions must be ensured 

while building up T. First, it should not be cyclic, which 

means another technique is required for choosing 

appropriate weighted path so that the forming graph always 

remains undirected. Second, at every iteration during 

building up T, the value of the weighted graph must be the 

maximum among all possible trees. 

To build up T from the graph, it is possible to determine 

the weight of (ni, nj) at each iteration and append it to a set 

called “P”. However, the condition of appending this weight 

of (ni, nj) is - P must be a proper subset of T (i.e., )P T  

and the weight of (ni, nj) exists such that 

( , ) , ( , ) .i j i jn n T n n P   By ensuring this condition, the 

maximum weighted base path can be determined for 

forwarding data from each node to the PAN coordinator 

through the shortest unidirectional way. The algorithm is 

explained in more detail as the following steps:  

 Step 1. First, M is considered as k×k matrix that 

determines the weight of the graph. M is defined as 

, ,i j j ir r   the weight of the edge (ni, nj) when ni and nj 

are neighbors; 
, ,i j j ir r    when ni and nj are not 

neighbors, and 
,i ir    

All positive weights in M are converted to negative 

because the values of RSSI are negative (according to (1)). 

Therefore, from now on, the determination of the minimum 

values weighted path is explained in the following steps. 

The first FFD node n1 is connected to np, where np is the 

closestto node n1 (np is closest to n1 if n1np (i.e., r1,p) is an 

interconnection with minimum possible weight). Node np 

can be obtained from matrix M. In fact, node np corresponds 

to the entry in row 1 of M, which is minimum. 

 Step 2. Having chosen np, consider that 
1in n  or np is 

a node corresponding to the smallest entry in rows 1 and 

p together. Then node ni is the sub-graph stated by weight 

n1np (i.e., r1,p). ni is connected to n1 or np, according to 

whether the entry is in row 1 or pth row. If it is in the pth 

row, it is the (p, i)th entry of M. 

 Step 3. The sub-graph is considered and can be defined 

by a weight set {n1np, npni} or {r1,p, rp,i}. Then the set of 

nodes of the closest neighbors is determined like {n1, np, 

ni}. 

 Step 4. The process is continued until all the ni nodes are 

connected by ( 1k  ) number of interconnections. 

Taking into account Fig. 1(b), M is formulated from the 

DRG site. 1  scalar value is multiplied by M to change all 

the RSSI values into positive, since RSSI denoted as dBm  

indicates the signal level of the last good packet received 

(i.e., 40 dBm  RSSI is a higher signal strength than 

80 dBm ). Therefore, finding the smallest value in M 

basically denotes the highest RSSI valued path of the 

network (3) 

 

1 2 3 4 5 6

1,2 1,3 1,4 1,5 1,61

2,1 2,3 2,4 2,5 2,62

3,1 3,2 3,4 3,5 3,63

4,1 4,2 4,3 4,5 4,64

5,1 5,2 5,3 5,4 5,65

6,1 6,2 6,3 6,4 6,56

.

n n n n n n

r r r r rn

r r r r rn

r r r r rn
M

r r r r rn

r r r r rn

r r r r rn

 
 


 
 

  
 

 
 

  

 (3) 

In the row n1 node, it is assumed that r1,2 is the smallest 

weight that is under column n2. So, the path of n1 and n2 

nodes is created with the weight value r1,2. In the next step, 

columns n1 and n2 are neglected (since they are joined 

already); however, consider their rows put together, e.g., 

1,2 1,4 1,5 1,6

2,3 2,4 2,5 2,6

,
r r r r

r r r r





 the smallest weight is obtained 

denoted by r2,3. Since it occurred in column n3 and row n2, 

the path n2 is extended towards n3 with the weight value r2,3. 

Next, like in the previous step and excluding three columns 
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of n1, n2, and n3, but putting their rows together, r1,5 

(assume) is the smallest. It leads to n5 connecting to n1. 

Continuing likewise, finally, the shortest with highest RSSI 

weighted path can be obtained as in Fig. 1(c). 

IV. SIMULATION RESULTS AND ANALYSIS 

In the simulation, the 35 kW capacity of the solar DRG 

and its surroundings at UPM are considered. First, we have 

identified the number of FFD nodes required from the solar 

DRG capacity. Prior to that, we formulate the FFD node 

considering Libelium manufactured Waspmote embedded 

board, which contains 7 analog inputs. Therefore, the board 

can measure 7 electrical parameters, namely open circuit 

voltage, short circuit current, maximum voltage, maximum 

current, AC current, AC voltage, and PV module 

temperature. A board with the ZigBeePRO (an FFD) can be 

used for one inverter, suitable to support 1 kW capacity of 

PV. Since the DRG is 35 kW, there are 35 FFDs required 

taking into account the 1 FFD/1 kW inverter. The 

ZigBeePRO radio is installed at a height of 3.5 m from the 

roof of the inverter. In Fig. 2(a), the Google map image of 

the 10 kW solar DRG site is shown, an open place located at 

UPM. A banquet hall is around 300 m from the site, 

potential for FiT (currently it is called “net energy metering” 

or “NEM”) implementation. A wind turbine is also located 

near the DRG site but is not hybrid with the solar. Around 

500 m from the site is the Chancellor building, considered 

another potential place for the NEM project. The real 

scenario of the three sites resembles the overall DRG 

architecture, explained in Fig. 1. In Fig. 2(b), the simulation 

layout of 35 FFDs, the centre PAN of the solar DRG, and 

the surrounding environment are shown. The arrow 

direction generated by the simulator shows the shortest and 

strongest RSSI based data path based on the model 

explained in Fig. 1 as DRG site 1. 

The parameters of the simulation conducted in NCTUns 

are categorized as antenna properties, signal path loss 

properties, and uneven presence of obstacles (Table I).  

The antenna height and gain values are from the Libelium 

manufactured ZigBeePRO (Table I). The environmental 

scenario and the related parameters are set according to the 

UPM solar DRG (uneven presence of obstacles), situated in 

an open place. Due to the existence of nearby streets and 

buildings, we set values for the signal path loss properties. 

To achieve realistic results, the open source simulator 

NCTUns is found to be one of the suitable tools for the 

traffic generation, maintaining the ZigBeePRO standard, 

and its protocol values. The simulator provides convenient 

Graphical User Interface (GUI) features with real life 

application program, which can be configured according to 

the test-bed of the solar DRG at UPM.  

 
(a) 

 
(b) 

Fig. 2.  The 35 kW DRG simulation scenario in NCTUns: (a) Location coordinate 22.945 0 North 101.75 0 East, obtained from Google map; (b) Direction 

shows the shortest and strongest RSSI based data path based on the model explained in Fig. 1. Central PAN coordinator (nc) is marked as node1.
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TABLE I. PARAMETERS AND RESPECTIVE VALUES FOR 

SIMULATION CONDUCTED IN NCTUns. 

Parameters Value 

Antenna properties 

Height 

Beam-width  

Pointing direction 

Gain 

 

3.5 m 

360 0 

90 0 

3 

Signal path loss properties 

Model 

Exponent 

 

Free space and shadowing  

2.2 

Uneven presence of obstacles 

Average building height 

Nearby Street width 

Average building distance  

 

10 m 

3 m 

100 m 

Standard deviation 2 

Node transmission power 30 dBm 

A. Network Throughput Analysis 

Figure 3 shows the throughput comparison between the 

shortest path algorithm and the star topology. It shows that 

the throughput of the network of the shortest path algorithm 

is higher than that of the star topology (Fig. 3(a)). A similar 

scenario is seen when the throughput of any random node is 

obtained (Fig. 3(b)).  
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Fig. 3.  Throughput analysis between the shortest path and star topology at 

35 kW solar DRG environment when: (a) overall network throughput, (b) 

random node throughput. Mean throughputs are shown using dashed lines. 

The reason for achieving a better throughput is that the 

packets produced by multiple nodes in star topology are 

waiting in the packet buffer queue, whereas there are other 

available paths for the packet forwarding to the destination 

in the shortest path algorithm. The mean throughput 

obtained is 1409 b/s (star) and 1565 b/s (shortest path). Our 

results are supported by [10] and [30] where the throughput 

of a ZigBee network achieved was 1077 b/s and 15933 b/s 

from the experimental work. A simulation was conducted 

considering 20, 40, and 60 nodes in star, mesh, and cluster 

tree topologies, which show the throughput in the range of 

20 Kb/s–160 Kb/s [11]. Another research obtained a 

throughput of 1178 b/s for the 50 node scenario in cluster 

tree topology using QualNet simulation work [31]. Our 

simulation result is similar to that of previous researchers; 

however, a mere variation is observed due to different 

environment and communication setup, such as placement 

height of the receiver antenna, two-hop communication, 

number of nodes, and type of power supply for the nodes. 

B. Packet Loss Rate and Collision Analysis 

A collision in the shortest path algorithm is achieved 

lower than the star topology as depicted in the overlay bar 

diagram (Fig. 4). The collision is monitored at every 5 s 

taking into account the average number of collision packets. 

The initial collision (at the first instant) is approximately 

75 % higher in both algorithms compared to the following 

instances. This is because multiple nodes intend to send 

packets simultaneously at the beginning, and the frames get 

despoiled. Later on, there became fewer collisions, and the 

performance of both algorithms improved. 
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Fig. 4.  Collision of network. 

The stacked bar in Fig. 5 shows the packet loss rate over 

the 100 s simulation time. Like in a collision scenario, the 

packet loss rate is initially high and decreases over time 

(2 % for a star and 1.5 % for the shortest path). The average 

loss rates of the shortest path and star topology are 0.4967 % 

and 0.65 %, respectively. This inconsistent rate scenario has 

also been observed by previous researchers, where the loss 

rate is between 0.0 % and 6.0 % [10], [11], [32]. Our loss 

rate obtained is lower than the results of previous 

researchers because the nodes generate periodic packets 

consistently in our simulation. The comparison of the packet 

loss rate in Table II shows better performance of the shortest 

path algorithm. 
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Fig. 5.  Average packet loss rate as a function of time. 
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TABLE II. COMPARISON ANALYSIS FOR PACKET LOSS RATE.  

Methods/Experiment  
Maximum 

(%) 

Minimum 

(%) 

Average 

(%) 

Silva et al. [10] 4 0 0.3 

Arora, Sharma, and 

Sachdeva [11] 
6.7 0 - 

F. Ding and A. Song [32] 6.0 0 3.0 

Star  2.1 0 0.65 

Shortest path  1.5 0 0.4967 

C. TM and TE Polarization Analysis 

The reflection coefficients for Transverse Electric (TE) 

and Transverse Magnetic (TM) polarization are analysed 

based on the model explained in [33] in the aspect of Iron III 

oxide red made unpainted container cabin placed at UPM 

solar DRG. Figure 6 illustrates that the reflected power (dB) 

is a function of incident angle ( ) for TE and TM 

polarization. It shows that when   increases, the reflected 

power of TE polarization also increases. However, the 

opposite scenario is observed for TM polarization until 

55    and no reflection occurs at this incident angle. 

Figure 7 shows that the reflection power increases with 

the increase of the dielectric constant for any incident angle 

except for TM polarization. For the dielectric constant from 

1.5 to 3.5, the rate of the reflected power for both 

polarizations is higher than for the onward dielectric 

constants. Based on this characteristic, instead of brick or 

concrete based wall, the Iron III made container cabin is 

chosen for installing a receiver at the DRG site. This choice 

can decrease the overall loss in wave propagation. 
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Fig. 6.  TE and TM polarization effect for Iron III, dielectric constant, 1.9 with variable incident angles (   ). Pol. refers to polarization. 
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Fig. 7.  (a) Reflected power in logarithm scale; (b) Reflection coefficient in absolute value - for Iron III, where incident angle is a function of the dielectric 

constant. 0    (direct wave propagation) shows the symmetrical characteristic for both TE and TM polarization. 

V. CONCLUSIONS AND FUTURE DIRECTION 

The main goal is to analyse the ZigBeePRO wireless 

network in the DRG environment, ensuring data delivery 

from the DRG solar site to the SG control centre. To achieve 

the goal, this paper has undertaken to model the shortest and 

strongest RSSI weighted path algorithm for the ZigBeePRO 

network. It is attempted to analyse the network performance 

considering the complexity of the non-ideal DRG 

environment. Based on the evaluation of 35 kW solar DRG, 

the overall throughput of the star topology (1409 b/s) 

outperforms the shortest path algorithm (1565 b/s). On the 

other hand, both the star and the shortest path methods show 

75 % higher packet collisions at the initial instant compared 

to the subsequent simulation time. This trend is also 

observed in the case of the packet loss rate, while the 

average loss rate of star and shortest methods is 0.65 % and 

0.497 %, respectively. The analysis of TE and TM 

polarization and the results of the dielectric constant from 

1.5 to 3.5 suggest using an iron made cabin in the DRG 

environment as a brick-built cabin can cause a higher 

propagation path loss. 

Although the simulation results on the network 

parameters do not confirm the exact performance of the 

ZigBeePRO in the DRG environment, it does partially 

substantiate that the integration of the DRG into the SG is 

manageable by applying the shortest path algorithm in the 

ZigBeePRO network. More research is needed to obtain the 

actual path loss by determining the path loss exponent, the 

ideal path gain, and the zero-mean Gaussian variable from 

the experimental work. The parameters and mathematical 

model investigated in this work for the ZigBeePRO protocol 

will support the future experimental work in this special 

domain of the SG. 
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