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1Abstract—The paper describes a unified methodology which 

takes into account the advantages and disadvantages of 

different Power Line Communication (PLC) technologies 

suitable for Smart Metering deployment. The methodology 

should provide a detailed evaluation of PLC technologies based 

on a clear definition of the different parameters and their 

measurement. Based on this methodology, we should be able to 

provide a comparison of the selected technologies and the 

methodology should also provide data for the design of a 

telecommunication infrastructure for Smart Metering/Smart 

Grids. In this paper and based on this methodology, we also 

present the performance tests carried out in laboratory 

environment on low voltage and in on-field conditions on 

medium voltage. 

 
 Index Terms—Broadband communication; Power 

distribution lines; Smart grids; Simulation; Measurement. 

I. INTRODUCTION 

There is no doubt that the Smart Grid will exploit multiple 

types of communication technologies, ranging from fibre 

optics to wireless and to wireline. Therefore, the possibility 

of using the power grid and Power Line Communication 

(PLC) systems are a frequent topic of recent developments 

[1]–[3] because PLC uses existing wiring and no additional 

construction is necessary. 

PLC is a technology that has matured to a level of high 

performance and worldwide deployment [4] but particular 

PLC technologies are not compatible and do not deliver the 

same level of performance for Smart Metering. 

PLC technologies fall into three areas [1]: 

 Ultra Narrow Band (UNB) operates at a very low data 

rate (100 bps) in the low frequency band (0.3 kHz–

3 kHz). UNB uses one-way communication, used for load 
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control in particular. UNB has a very large operational 

range (hundreds of kilometres). 

 Narrowband (NB) operates in a frequency band of 

3 kHz–500 kHz (3 kHz–148.5 kHz in Europe). Single-

carrier NB technologies achieve data rates of a few kbps – 

Low Data Rate NB-PLC (LDR NB-PLC). Nowadays, 

multicarrier technologies are capable of data rates of up to 

800 kbps – High Data Rate NB-PLC (HDR NB-PLC). 

 Broadband (BB) operates in the high frequency band 

(1.8 MHz–250 MHz) and has data rates of several 

megabits per second up to hundreds of Mbps. This 

communication reaches lower communication distance 

(coverage) than narrowband and HDR NB-PLC 

((hundreds of meters).  

If we consider Smart Metering requirements alone [1], 

[5], a NB-PLC provides adequate data rates. On the 

contrary, BB-PLC provides solution for broad-bandwidth 

requirements to fulfil the evolution of Smart Grid 

applications but an estimation of why much higher data rates 

may be needed is still missing. Therefore, this article focuses 

on the communication potential of BB-PLC technology. 

PLC is well suited for quick and inexpensive deployments 

for Smart Metering/Smart Grids, but the grid in not the same 

in any utility, because of particular grid evolution, 

architecture, circumstances, material etc. Therefore, the 

contribution of the article is to show by methodical 

experimentation that BB-PLC performance in the presence 

of similar grid conditions but in a different location is 

varied. 

We also exploit in this article our novel idea for simple 

guidelines and repeatable methodology for evaluation and 

performance testing of BB-PLC technology. 

The article is divided as follows: In the first part, we 

propose the reproducible and repeatable methodology and 

introduce a test bed. In the second part, the results of 

measurements and performance tests for the laboratory 

environment and the real field test are introduced. Finally, 

the comparison of different technologies was carry out and 

summary and discussion are presented. 
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A. Evaluation and Performance of PLC Technologies – 

State of the Art 

PLC network performance is usually described using the 

phrase “up to”. This is not an absolute rating, because in a 

real PLC network not all point-to-point connections are the 

same. The amount of signal attenuation and noise between 

outlets is not the same. These differences require that PLC 

technologies be tested and performance-compared in the 

presence of typical noise sources. 

In the vast majority of the literature various data rate 

limits and data rate measurements or simulation results are 

introduced. Data rates are sometimes chaotically presented 

on the physical layer together with data rates on the 

application layer. The application data rate is significantly 

lower than the physical data rate. The application data rate 

measurements are missing.  

Most of the broadband power line communication (BB-

PLC) standards adopted the OFDM modulation technology 

[1], [6]–[8], for examples HomePlug AV/Extended, 

HomePlug Green PHY, HD-PLC, UPA Powermax, Gigle 

MediaXtreme, IEEE 1901 and ITU-T G.hn 

(G.9960/G.9961). 

The HDR NB-PLC standards also adopted the OFDM 

modulation technology [9]. Therefore, the performance 

evaluation of the OFDM system in the power line 

environment is essential. The article presents mainly a 

methodology for the performance evaluation of the OFDM 

system in the power line environment. 

Many results of performance evaluation or tests of PLC 

on low voltage (LV) lines have been reported in the last 

decade, we point out the most prominent ones: [6], [5], [10]–

[19]. These publications mainly focus on modelling and 

simulation. Many of them also focus on PLC in the 

0.2 MHz–30 MHz range, so they are more applicable for in-

home PLC networks. Only a few of these publications [6], 

[20] were presented a performance evaluation methodology 

for PLC. In [6], [11], the methodology was adopted via 

simulations. In [5], [20], the parameters for PLC-based 

Smart Metering assessment (especially for availability and 

stability) were introduced. Therefore, this article focuses on 

performance tests and real measurements based on our 

proposed methodology. 

The methodology for the performance of OFDM systems 

has been an active area of wireless communication research, 

e.g. in the articles [21]–[25]. But in PLC systems, particular 

factors have to be considered, e.g. noise, cable type, loading, 

impedances and time-frequency selective channel. An 

important feature relevant to all types of noise is their day–

time and frequency dependency.  

Many studies of PLC on medium voltage (MV) and high 

voltage (HV) lines have been presented in the last decade 

[26]–[36]. These publications focus mainly on the 

simulations of the behaviour of PLC system in MV and HV, 

high frequency behaviour of HV and MV power lines, 

simulations of signal propagation through MV power 

transformers, MV cable model and experimental validation 

in laboratory. 

Only in [35], were the on-field experimental tests of 

narrowband power line communication between two 

secondary substations connected by an MV cable power line 

carried out.  

Real on-field experimental measurements of BB-PLC are 

missing and on-field experimental tests of achievable data 

rates of BB-PLC on MV are also missing. The article [36] 

focuses on achievable data rates of BB-PLC on MV, but 

only via simulation and only for underground lines. 

Only the articles [36] and [37] focus on performance 

evaluation of PLC with real field testing, but with sharp 

focus only on throughput, latency and packet loss for 

specific scenarios. In the present article we want to propose 

a reproducible and repeatable methodology. 

Therefore, the article also focuses on on-field 

experimental tests of BB-PLC and especially on achievable 

data rates of BB-PLC in overhead transmission MV lines.  

The contribution of this article is three-fold: First, a 

reproducible and repeatable methodology for the evaluation 

of PLC technologies for Smart Metering deployment is 

proposed. Second, experimental measurements based on the 

proposed methodology for a laboratory environment and 

also for an on-field scenario are conducted. Third, a 

particular BB-PLC system is evaluated via real 

measurements, because these BB-PLC systems have a 

drawback in that they lack proven BB-PLC technologies. 

II. METHODOLOGY FOR EVALUATION OF POWER LINE 

COMMUNICATION 

Measurements and performance tests in laboratory 

environments and especially in on-field are the key to 

developing and optimizing PLC communication for Smart 

Metering deployment. Measurements and performance tests 

for all PLC technologies perform best when very simple 

guidelines are followed. These guidelines should be 

considered (best practices) for any PLC evaluations and 

measurements and will help ensure best results and future 

comparison. 

The key parameters for the evaluation of Smart Metering 

network behaviour and performance are the availability and 

stability [38]. 

The key parameters for the evaluation of the 

communication performance of a Smart Metering network 

are the data rate (throughput), latency, robustness, noise 

immunity, effective communication distances and adaptation 

of the communication paths to network topology changes. 

Therefore, the focus in the performance tests and 

methodology in this article is on the following parameters 

(guidelines): 

1. Throughput, latency and losses for the UDP protocol 

according to RFC 2544. The impact of the different 

distributions of frame, broadband and narrowband noise 

on throughput. 

2. Throughput for the TCP protocol according to RFC 

6349. The impact of broadband and narrowband noise on 

TCP throughput. 

3. Throughput on the physical layer (PHY data rate) and 

application throughput. 

4. TCP and UDP throughput comparison. 

The frame size may have a significant impact on the 

communication performance. Therefore, an exact frame size 
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should be specified for all these measurements. The frame 

size is chosen to cover the most important frame sizes which 

might be present in the network. The distribution for RFC 

2544 looks like this: 64 bytes, 128 bytes, 256 bytes, 

512 bytes, 1024 bytes, 1280 bytes and 1518 bytes. 

III. MEASUREMENT SETUP 

Testing PLC devices in the laboratory allows a test 

methodology to be employed that is reproducible and 

repeatable. Figure 1 illustrates a test bed with a separated 

and isolated power network between two powerline 

communication devices. The test bed also allows various 

impairment devices to be added to the test environment in a 

manner that allows tests to be performed in a controlled and 

reproducible manner.  

PLC devices work best when they have direct and 

separate access to the AC line. Therefore, we used EMI 

filtering, which works to further isolate equipment noise 

from the line. 

The test bed includes: 

 Headend (HE) and Repeater (REP) of Corinex Low 

Voltage and High Density Compact Gateway. 

 NetBlazer measurement tool. 

 Noise generator PROPOWER – 1. 

 Generator Agilent 33521A and coupling unit. 

 Signal-to-Noise Ratio (SNR) tool. 

 Line filtering for isolation. 

The LV Compact Gateway [39] and the HD Compact 

Gateway [40] are Corinex BB-PLC access product line using 

the AV200 Technology. The AV200 Powerline technology 

by Corinex provides physical layer transfer rates of up to 

200 Mbps based on the OFDM technology. For 

measurements, modems without Power Mask in the 

2.9 MHz–12.9 MHz frequency band are used. 

Gateway HE
Gateway REP

Net Blazer – RFC 2544, 6349 tests

U
T

P

Net Blazer – loopback

U
T

P
 

SNR tool
White noise 

PROMAX 

PROPOWER-1

and

Narrowband noise - 

Agilent 33521A

filter
230V 

supply  
Fig. 1.  Measurements set-up. 

The following measurement scenarios were considered for 

parameters (guidelines) from A) to D) with an average 

Signal-to-Noise Ratio (SNR): 

1. Modems connected via coaxial cable (SNR 36.5 dB).  

2. Modems connected via direct LV line of 50 m in length 

(SNR 25.1 dB).  

3. Modems connected via direct LV line of 50 m in length 

and with NN on 7 MHz (bandwidth 600 kHz) (SNR 

21.3 dB). 

4. Modems connected via direct LV line of 50 m in length 

and with broadband noise (SNR 16.7 dB). 

5. Modems connected via direct LV line of 50 m in length 

and with noise in the form of second HeadEnd (master) 

(SNR 10.6 dB). 

Figure 2 shows the SNR for particular scenarios. This 

figure shows the impact of a particular noise on SNR. 

Interfering sources generate noise and attenuate the signal. 

This interference leads to a lower SNR and a lower 

throughput data rate.  

 
Fig. 2.  Comparison of SNR for a particular scenario. 

The narrowband noise on the 7 MHz frequency was 

chosen as an example. The narrowband noise caused a 

decrease of 4 dB–6 dB in the average SNR. This decrease 

caused only a small decrease in the total throughput.  

The broadband noise provides a SNR decrease of 8.4 dB 

while noise in the form of second HeadEnd (master) 

provides a SNR decrease of 16 dB. The broadband noise 

caused a decrease in the SNR over the whole frequency 

range and thereby the data rate decreased significantly. 

IV. PERFORMANCE TESTS AND MEASUREMENT RESULTS IN 

LABORATORY ENVIRONMENT 

A. Throughput for UDP According to RFC 2544 

Figure 3 and Fig. 4 show the UDP throughput on the 

network L3 layer for symmetrical data flow (data flows in 

both directions upstream and downstream). In these figures, 

we can see that the different frame sizes had a significant 

impact on the throughput. Figure 4 shows the general impact 

of the frame size on throughput for overall scenarios. 

Throughput for a frame size of 64 B is two or three times 

lower than throughput for the frame size of 1518 B. For an 

evaluation of the transmission capacity of the PLC network 

for the UDP protocol, measurements with different frame 

size are essential, as well as the knowledge of the size of the 

transmitted frames of the target application. 

The impact of broadband noise on the throughput is also 

shown in Fig. 3. The best condition for transmitting was 

achieved using a coaxial cable connection between modems, 

where the maximum data rate was 28.7 Mbps for a frame of 

1528 B in size. Under the same conditions, the physical data 

rate was 44 Mbps. 

In the case of narrowband noise (scenario no. 3) and in 

comparison with the best PLC conditions (scenario no. 2), 
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the SNR was decreased by a narrowband noise of 4 dB–6 dB 

and the data rate was decreased by a narrowband noise of 

8 Mbps (Fig. 3). 

 
Fig. 3.  Impact of frame size on throughput for different scenarios. 

 
Fig. 4.  General impact of frame size on throughput for overall scenarios. 

The most powerful noise was obtained in the connection 

of second HeadEnd master modem (scenario no. 5). This 

modem used a different power mask, which avoided some 

frequency bands. These omitted frequency bands were used 

for the transmission of the first HeadEnd modem with 

throughput of 7 Mbps. 

Figure 5 shows the impact of frame size on frame loss for 

a particular scenario. The impact of frame loss in this figure 

is given by the way of testing according to RFC 2544, when 

the tester sends data to the modem with successively 

increasing transmission rate in steps of 10 %. If this rate is 

higher than the rate of linked connection between PLC 

modems, there is a loss of frames. 

 
Fig. 5.  Impact of frame size on frame loss for different scenarios. 

The limit of BB-PLC technology was reached with an 

increase in latency (Fig. 6) and frame loss for scenarios No. 

4 and No. 5 with broadband noise. 

According to these results, we can evaluate the 

communication performance in terms of: 

 FER < 10 %, latency < 800 ms and throughput over 

5 Mbps for SNR > 20 dB and minimum frame size 512 B, 

 FER < 0.1 %, latency < 400 ms and throughput over 

10 Mbps for SNR > 16 dB and frame size 1024 B. 

 
Fig. 6.  Impact of frame size on latency for different scenarios. 

B. Throughput for TCP Protocol According to RFC 6349 

Figure 7 shows the TCP throughput on the transport L4 

layer for asymetrical data flow (data flow only in one 

direction upstream or downstream) and TCP window size of 

33 KiB. 

TCP, unlike the UDP protocol, provides a reliable 

acknowledged transmission (retransmission of loss frames) 

but it is less efficient (lower throughput). UDP sends as fast 

as you can and TCP connection is first established. 

The RFC 6349 methodology is composed of the following 

phases: 

 The maximum transmission unit (MTU) of the line 

detection. 

 RTT measurements and calculation of the optimal 

window for the TCP protocol. 

 TCP throughput testing, TCP efficiency (how many 

bytes were re-sent) testing, and delay of buffer (how many 

times the RTT increased) testting. 

 
Fig. 7.  Impact of broadband and narrowband noise on TCP throughput. 

C. Throughput on the Physical Layer (PHY Throughput) 

Table I shows a comparison of throughput on the 

application layer and throughput on the physical layer. 

Throughput on the application layer was measured by the 

NetBlazer and according to the RFC 2544. Table I shows 

UDP throughput for the network L3 layer and symmetrical 

data flow for scenario no. 2 (ideal power line condition). 

This throughput increases with increasing size of frame. 

Throughput on the physical layer was measured using the 

91



ELEKTRONIKA IR ELEKTROTECHNIKA, ISSN 1392-1215, VOL. 24, NO. 3, 2018 

Corinex modem. From this table, we can see the significant 

differences between the PHY throughput and the network L3 

layer data throughput (according to the RFC 2544). This 

significant difference holds especially for BB-PLC systems 

with the throughputs of tens to hundreds of Mbps, where 

there is a significant predisposition to errors and therefore it 

is necessary to allocate part of the transmission capacity for 

error detection and correction. 

TABLE I. THROUGHPUT COMPARISON. 

Application layer throughput Physical layer throughput 

Frame size 

[B] 

Throughput 

[Mbps] 

TX RX 

XPUT [Mbps] 

64 7.50 

34 24 

256 8.13 

512 9.63 

1024 16.25 

1528 21.38 
 

D. TCP and UDP Throughput Comparison 

As mentioned in section B, the UDP throughput is in 

general higher than the TCP throughput. Therefore, the goal 

of measuring was to compare the differences between UDP 

and TCP throughputs for PLC modems. These 

measurements were carried out for the freqeuncy band 

2.9 MHz–32 MHz (Mode 6 according to the vendor). 

According to the vendor, the physical throughput is 

200 Mbps, but the modes established connection with 

100 Mbps interface. The modems also dynamically allocated 

the bandwidth in the upstream and downstream data flows. 

Figure 8 shows the impact of the different shapes of 

generated UDP data flows on UDP throughput (UDP 

throughput for the small frame size 64 B). The initial shape 

of generated UDP data flows is the shape for 100 Mbps and 

then it is partially reduced to 50 % and 25 %. 

Figure 8 also shows the influence of distance on throughut 

for different UDP traffic streams (UDP traffic streams are 

generated with 25 Mbps, 50 Mbps and 100 Mbps). It is 

obvious that the throughput is significantly reduced for 

higher generating speeds of UDP traffic streams (the modem 

has become overloaded). For example, in the case of UDP 

traffic stream generation of 100 Mbps, the throughput drops 

to 3 Mbps versus 18 Mbps for UDP traffic generation of 

25 Mbps. 

 
Fig. 8.  Influence of distance on throughut for different UDP traffic streams 

(UDP traffic streams are generated with 25 Mbps, 50 Mbps and 

100 Mbps). 

Figure 9 shows a comparison of UDP throughput for 

different frame sizes and shapes of generated UDP data 

flows and also TCP throughput for a pair of streams. It can 

be seen that a full vendor throughput of 100 Mbps can be 

achieved in the case of unidirectional UDP data flow with 

large frame sizes, e.g. 1500 B. The UDP throughput 

significantly drops for smaller frame sizes. 

The TCP throughput for a TCP window size of 16 KiB 

was 38 Mbps and the TCP throughput decreased with 

distance (Fig. 9, red waveform). The significanty lower 

throughput for TCP is caused by the dynamic allocation of 

bandwidth in the upstream and downstream data flows. 

Therefore, the throughput in different scenarios or power 

grid conditions is hard to estimate from the vendor physical 

throughput. The throughput in ideal power line conditions 

depends on the size of the frames as well as on the 

UDP/TCP protocol type. 

 
Fig. 9.  TCP and UDP throughput comparison. 

V. PERFORMANCE TESTS AND MEASUREMENT RESULTS IN 

REAL FIELD - MEDIUM VOLTAGE LINES 

Thanks to the cooperation with a local power distribution 

company E.ON, the real medium voltage (MV) grid scenario 

was used for measurements based on the proposed 

methodology. 

Figure 10 shows a MV line configuration with three MV 

nodes and distances between the nodes. Modem no. 1 is 

Headend (master modem). Modems no. 2 and 3 are the 

repeaters. Modem no. 3 is located in the section switch 

(circuit breaker). The 13.4 MHz–23.4 MHz frequency band 

was used. Steel-reinforced aluminum-conductor cable was 

used in overhead transmission lines of 22 kV. Capacitive 

couplers were used for broadband signal injected into the 

power lines. The OVERCAP capacitive coupling solution 

was considered (phase-to-ground, two phase). The distance 

of 906 meter was the longest MV line without repeaters. 

Modem no. 1

Modem no. 3

Modem no. 2

411 m

495 m

 
Fig. 10.  MV real field grid scenario. 

Figure 11 shows a UDP throughput according to the RFC 

2544 for different distributions of frame sizes and two 

distances (without repeater). The maximum communication 
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distance without repeaters, which could be measured was 

906 meters and the throughput for this distance was 

approximately 11.75 Mbps for 1280 B frame size of. The 

impact of one repeater is not so significant: the outage of one 

repeater or a reduction of the number of repeaters 

(optimization) will lead to a lower throughput but 

communication will still be possible.  

The TCP throughput according to the RFC 6349 was 

7.2 Mbps for 411 meters and 1.8 Mbps for 906 meters.  

 
Fig. 11.  UDP and TCP throughput on MV lines. 

Figure 12 shows the channel frequency response (CFR) 

for a MV line between modems No. 1 and No. 3. The 

waveform of CFR is very wavy (many notches) in 

comparison with LV lines [42]–[45], but the notches are not 

deep. Shallow spectral notches are observed, therefore the 

whole frequency band can be used for transmission. 

 
Fig. 12.  CFR for MV line (modem no. 1–no. 3). 

VI. COMPARISON OF DIFFERENT PLC TECHNOLOGIES 

Based on propoused methodology, we are able to provide 

a comparison of the selected PLC technologies. Figure 13 

shows a comparison of the throughput for Corinex and 

HomePlugAV2 (Linksys) modems. The laboratory test 

bench (scenario no. 2) with modems connected via direct LV 

line of 50 m in length was considered. The average SNR of 

this scenario was 25.1 dB. From this result, it is clear that 

Linksys achieves higher throughputs. But we have to 

consider that these broadband modems use a different 

frequency bands. HomePlug AV2 operates in 2 MHz–

86 MHz and CORINEX in 2.9 MHz–12.9 MHz.  

On the other hand, the channel capacity C is given by 

 2log (1 ),C B SNR    (1) 

where B is channel bandwidth and SNR is Signal-to-Noise 

Ratio for particular power line channel. The throughput of a 

particular system R is given by 

 2log (1 ),R k B SNR     (2) 

where k < 1 represents the optimal usage of channel capacity 

C and overhead of all layers of the TCP/IP (OSI) model. For 

example, if we consider the AWGN channel, CENELEC 

limits of 134 dBµV over the signal bandwidth and signal 

power density of 120 dBµV/200 Hz, the difference in the 

SNR of two systems using different bandwidths and 

overheads is given by 

 

1

1 1

2

2 2

10
2 1

10 log .

2 1

R

k B

dB R

k B

SNR




 
 
   
 
  

 (3) 

According to the throughput R in Fig. 13 and the SNR for 

the scenario No. 1) (25.1 dB) the coefficient is k = 0.287. 

Therefore, the comparison of SNR for AV2 and Corinex in 

the case of the simplification k ≈ k1 ≈ k2 is given by 

 

6

6

6

6

21 10

0.287 10 10

10
48 10

0.287 84 10

2 1
10 log 17.3 .

2 1

dBSNR dB



 



 

 
 
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 
   

 (4) 

From this result, it is obvious that the SNR for Corinex is 

higher by about 17.3 dB. Nevertheless the throughput is two 

times lower. This result highlights that it is not possible to 

compare the SNR of different systems using different bands 

because the SNR is calculated as 

 
_ ( )

,
( )

PSD rec f
SNR df

SUM f
   (5) 

where PSD_rec is Power Spectral Density (PSD) of the 

received signal. The channel bandwidth B is the difference 

between Corinex and AV2. The theoretical bandwidth 

comparison ∆B is given by 

 2 8.4.AV

COR

B
B

B
    (6) 

The bandwidth ratio from (6) will be significantly lower 

due to the higher attenuation on higher frequencies, lower 

power on higher frequencies and different PSD.  

According to the lower average SNR for AV2 than for 

Corinex from (4) and the higher bandwidth for AV2 than for 

Corinex from (6) the different systems could be compared, 

but Fig. 13 shows that the actual throughput of AV2 is only 

2.5 times higher than that of Corinex. 

The broadband frequency range of the HomePlug AV2 

will also achieve shorten communication distances and noise 

immunity will be lower. 
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Fig. 13.  Comparison of UDP throughput (symmetrical data flow) for 

Corinex and HomePlug AV modems for direct line of 50 meters’ length. 

Therefore, the comparison has to be made for all the 

proposed parameters (guidelines). The implementation of 

the proposed methodology therefore focuses on a detailed 

analysis of the results of all proposed complex parameters 

(guidelines), because from the point of view of application 

requirements, in PLC systems we are dealing with two 

contrary requirements: robustness or long range 

communication and high-speed data rates (throughput). 

VII. DISCUSSION 

Chapter IV introduced a performance test for the 

“Modem-to-Modem” (point-to-point) connection for PLC 

communication according to the proposed methodology. 

Point-to-point PLC communications were tested in the 

experimental environment of isolated power line and 

included the typical noise impairments. This environment 

enables the same tests to be repeated under the same 

conditions for all PLC technologies. 

The measurement set-up was considered only for point-to-

point scenario, because the communication parameters for 

the whole PLC communication, e.g. in the case of repeaters, 

could be easily computed according to the communication 

parameters of particular paths (point-to-point between 

repeaters). 

Building real Smart Metering networks is very expensive 

and time-consuming and, also, it is impossible to install 

different technologies in the same environment just for 

comparison. Therefore, an experimental laboratory 

environment with isolated power line and typical noise 

impairments is an easy, economical and time-affordable 

solution for a first comparison and evaluation of different 

PLC technologies and vendors. 

Performance tests in a real Smart Metering network could 

be conducted according to the proposed methodology. In a 

real Smart Metering network environment, the methodology 

could also be extended by performance tests and 

measurements for communication between a data center (e.g. 

SCADA) and a Smart Meter with PLC module.  

The methodology and performance tests were extended 

for communication between a data center and a Smart Meter 

with the following parameters: 

 Evaluation of the time processing of a group of ad-hoc 

requests (on demand reading). 

 Verification of relay response or switch disconnector 

response. 

 Coverage vs. throughput. 

 The time period of connection set-up. 

 Availability in time according to the location. 

 Establishing communication after a power outage. 

 Impact of repeater outage on communication. 

 Impact of repeaters on throughput. 

 Impact of topology changes on communication. 

Also other signicicant parameters are necessary to be 

evaluated, e.g. electromagnetic immunity or Power Spectral 

Density. Electromagnetic immunity tests were designed to 

conduct tests of modem immunity against voltage dips and 

short interruptions of the network voltage in accordance with 

EN 61000-4-11 standards. Power Spectral Density (PSD) 

ensures compliance with government regulations and ensures 

that no interference of Amateur Radio Services is generated 

in the high-frequency (HF) Amateur Radio bands. 

The proposed methodology for the comparison and 

evaluation of PLC technology also considered the security 

issue, mechanical resistance, cost of installation and 

maintenance, standards and regulations issue, and so on. 

VIII. CONCLUSIONS 

For Smart Metering the best PLC technology must be 

identified and carefully selected. Not all PLC technologies 

are created equal and not all PLC technologies should be 

judged by the poor performance of some of them. In this 

article we have presented a methodology designed mainly 

for the performance evaluation of OFDM-based powerline 

communication systems. 

The particular measurable parameters of the proposed 

methodology provide the guidelines for a first economical 

and time-affordable comparison and evaluation of different 

PLC technologies and PLC vendors but also for post-

deployment performance tests. 

The particular parameters of the proposed methodology 

could be used for different technologies but the aim of the 

proposed methodology was focused exclusively on the PLC, 

because PLC networks cannot be planned in the same way as 

other telecommunications technologies can. 
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