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 ܳ = 0.5ܳሺଵሻ + 0.5ܳሺଶሻ.                    (5) 
 

Based on previous research [9] and supposing the 
increase of ranking accuracy and, respectively, the 
effectiveness of decision making, the Weighted 
Aggregated Sum Product Assessment (WASPAS) method 
for ranking of alternatives is proposed in the current 
research 

 ܳ = ∑ߣ ୀଵݔ̅ ݓ + ሺ1 − ∏ሻߣ ൫̅ݔ൯௪ೕୀଵ , ߣ	 = 0,… ,1. (6) 
 

Accuracy of estimation based on initial criteria values 
 

It is proposed to measure the accuracy of WASPAS 
based on initial criteria accuracy and when ߣ = 0,… ,1. 
When	ߣ = 0, WASPAS is transformed to WPM; and when ߣ = 1, WASPAS is transformed to WSM.   

Assuming that errors of determining the initial 
criteria values are stochastic, the variance ߪଶ	or standard 
deviation ߪ  is a measure of dispersion in the distribution 
[14].  
 Suppose, there is the function 
ݕ  = ߮ሺݔଵ, ,ଶݔ … ,  ሻ.   (7)ݔ

 

The standard deviations of the function’s arguments 
(Eq. 7) are ߪሺݔଵሻ, ,ଶሻݔሺߪ … , ,ሻݔሺߪ … ,  ሻ. The varianceݔሺߪ
of function y is determined as follows    

ሻݕଶሺߪ  = ∑ ቀడఝడ௫ቁଶୀଵ  ሻ,   (8)ݔଶሺߪ
 

where  
డఝడ௫  is a partial derivative of a function in respect of 

every argument. 
 Following the Eq. (1), (4) and (6), the expression can 
be written 
 

 ܳ = ሺଵሻܳߣ + ሺ1 − ,ሻܳሺଶሻߣ ߣ	 = 0,… ,1.         (9) 
 

Accordingly, based on Eq. (8) and (9), estimate of 
variance of relative importance of alternative ܳ is 
determined as follows 

 

ଶሺܳሻߪ  = ൬డொሺభሻడఒ ൰ଶ ଶ൫ܳሺଵሻ൯ߪ + ൬డொሺమሻడఒ ൰ଶ  ଶ൫ܳሺଶሻ൯.   (10)ߪ
 

The following equation is obtained after calculating 
respective derivatives 

 

ଶሺܳሻߪ  = ଶ൫ܳሺଵሻ൯ߪଶߣ + ሺ1 −  ଶ൫ܳሺଶሻ൯.   (11)ߪሻଶߣ
 

The variances ߪଶ൫ܳሺଵሻ൯	and ߪଶ൫ܳሺଶሻ൯	should be 
calculated. It can be written from Eq. (1) and Eq. (4): 

ଶ൫ܳሺଵሻ൯ߪ  = ∑ ൬డொሺభሻడ௫̅ೕ ൰ଶୀଵ  ൯,   (12)ݔଶ൫̅ߪ
ଶ൫ܳሺଶሻ൯ߪ  = ∑ ൬డொሺమሻడ௫̅ೕ ൰ଶୀଵ  ൯.   (13)ݔଶ൫̅ߪ

 

Partial derivatives are calculated from Eq. (1) and 
Eq. (4) and inserted in Eq. (12) and Eq. (13): 

ଶ൫ܳሺଵሻ൯ߪ  = ∑ ଶୀଵݓ  ൯,   (14)ݔଶ൫̅ߪ

ଶ൫ܳሺଶሻ൯ߪ = ∑ ൭ ∏ ൫௫̅ೕ൯ೢೕ௪ೕೕసభ൫௫̅ೕ൯ೢೕ൫௫̅ೕ൯ቀభషೢೕቁ൱ଶୀଵ  ൯.   (15)ݔଶ൫̅ߪ

 

Estimates of variances of normalized initial criteria 
values are calculated as follows 

൯ݔଶ൫̅ߪ  = ቀ௫̅ೕ௧ ቁଶ,   (16) 
 

where k – coefficient that summarizes uncertainty of 
measured criterion, t is a multiplier depending on the 
distribution law of errors and on the credibility level q. 
k=0.10  when the uncertainty of estimation of the initial 
data to be approximately equal to 10 present of an average 
criteria value. t=2.0 in the case of normal distribution with 
the credibility q=0.05. Accordingly 
൯ݔଶ൫̅ߪ  = ൫0.05̅ݔ൯ଶ.                   (17) 
 
Optimization of weighted aggregated assessment 
 

Variances of estimates of alternatives (Eq. 11) in 
WASPAS depend on variances of WSM and WPA (Eq. 12 
and Eq. 13) as well as coefficient	ߣ. Accordingly, the aim 
of the current part of the research is to calculate optimal 
values of  ߣ, i.e. to find minimum dispersion ߪଶሺܳሻ and to 
assure maximal accuracy of estimation. Optimal values of ߣ can be find when searching extreme of function. Extreme 
of function can be found when derivative of Eq. (9) in 
regard to ߣ is equated to zero:    
ଶ൫ܳሺଵሻ൯ߪߣ2  − ଶ൫ܳሺଶሻ൯ߪ2 + ଶ൫ܳሺଶሻ൯ߪߣ2 = 0,    (18) 

ߣ  = ఙమቀொሺమሻቁఙమቀொሺభሻቁାఙమቀொሺమሻቁ.       (19) 

 

Optimal ߣ	(Eq. 19) should be calculated for every 
alternative before applying WASPAS (Eq. 6). Optimal ߣ 
may vary depending on ratio of ߪଶ൫ܳሺଵሻ൯ ଶ൫ܳሺଶሻ൯ൗߪ   in 
every particular case.  

 
Ranking of alternatives 
 

A multiple criteria decision making problem aimed at 
determining the most accurate relative importance of 
alternatives as well as ranking alternative decisions is 
analyzed in the chapter. The given MCDM problem is 
defined on 4 alternatives and 12 decision criteria. Relative 
significances of criteria were determined by means of 
entropy [9].    

Initial normalized decision making matrix as well as 
relative significances of criteria (criteria weights) [9] are 
presented in Table 1.  

Calculation results applying WASPAS (Eq. 6) when ߣ = 0, 	0.1, 	0.2, … ,1  are presented in Table 2.  
Ranking order of alternatives as well as their relative 

importance is shown in Fig. 1. As can be observed from 
the graph, even ranking order of alternatives can vary 
depending on ߣ values.   

Accuracy of calculations is measured according to 
proposed algorithm when ߣ = 0, 	0.1, 	0.2, … ,1   (Eq. 10–
17). For the results see Table 3.  
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Table 1. Initial normalized decision making matrix 
 

 
Alternatives ai 

Normalized criteria values ̅ݔ ̅5ݔ̅ 4ݔ̅ 3ݔ̅ 2ݔ̅ 1ݔ 6ݔ̅ 7ݔ̅ 8ݔ̅ 9ݔ̅ 12ݔ̅ 11ݔ̅ 10ݔ̅

a1 0.8486 0.6364 0.7982 0.6707 1.0000 0.8534 0.6622 0.8618 0.1432 0.1585 1.0000 0.4531 
a2 1.0000 1.0000 1.0000 0.7976 0.7000 0.9005 0.9324 0.6788 1.0000 0.6500 0.7270 0.7346 
a3 0.6542 0.7000 0.9169 0.8951 0.6000 0.9791 0.6216 0.9479 0.1340 0.1585 0.9795 0.6728 
a4 0.3694 0.4375 0.9407 1.0000 1.0000 1.0000 1.0000 1.0000 0.5478 1.0000 0.3754 1.0000 
Weights ݓ 0.0627 0.0508 0.1114 0.0874 0.0625 0.1183 0.0784 0.0984 0.0530 0.1417 0.0798 0.0557 

 
Table 2. Ranking of alternatives applying WASPAS 
 

 
Alternatives ai 

Relative significances of alternatives ܳ ߣ = ߣ 0 = 0.1 ߣ = ߣ 0.2 = 0.3 ߣ = 0.4 ߣ = 0.5 ߣ = 0.6 ߣ = 0.7 ߣ = ߣ 0.8 = ߣ 0.9 = 10
a1 0.4912 0.5033 0.5154 0.5274 0.5395 0.5516 0.5637 0.5758 0.5878 0.5999 0.6120 
a2 0.8173 0.8185 0.8197 0.8209 0.8221 0.8233 0.8244 0.8256 0.8268 0.8280 0.8292 
a3 0.5873 0.5983 0.6093 0.6203 0.6313 0.6423 0.6532 0.6642 0.6752 0.6862 0.6972 
a4 0.8015 0.8066 0.8116 0.8167 0.8217 0.8268 0.8318 0.8369 0.8419 0.8470 0.8520 
 
Table 3. Accuracy of estimation 
 

 
Alternatives ai 

Standard deviations ߪ൫ܳ݅൯   ߣ = ߣ 0 = 0.1 ߣ = ߣ 0.2 = 0.3 ߣ = 0.4 ߣ = 0.5 ߣ = 0.6 ߣ = 0.7 ߣ = ߣ 0.8 = ߣ 0.9 = 10
a1 0.0075 0.0068 0.0064 0.0062 0.0062 0.0066 0.0071 0.0079 0.0088 0.0098 0.0108 
a2 0.0124 0.0113 0.0103 0.0095 0.0090 0.0088 0.0090 0.0096 0.0104 0.0114 0.0126 
a3 0.0089 0.0081 0.0075 0.0072 0.0071 0.0073 0.0078 0.0085 0.0094 0.0104 0.0116 
a4 0.0122 0.0111 0.0102 0.0095 0.0092 0.0093 0.0097 0.0105 0.0115 0.0127 0.0140 
 
 

 
 

Fig. 1. Ranking order of alternatives when ߣ = 0, 	0.1, 	0.2, … ,1    
 

Dependence of errors on values of ߣ is shown in 
Fig. 2. As on can see from a graph, the higher ranking 
accuracy can be reached when aggregating the both 
particular methods in comparison with accuracy of WSM 
or WPM separately. 

The optimal ߣ are calculated (Eq. 19) and ranking of 
alternatives is performed applying the estimated optimal 
values (Table 4).  

Confidence intervals are calculated with the 
credibility q=0.05. Relative importance of alternatives and 
their confidence intervals are shown (Fig. 3).  

 
Table 4. Ranking of alternatives applying optimal ߣ 
 
 

Alternatives ai Optimal ߣ Relative significances of 
alternatives ܳ

a1 0.32 0.5303 
a2 0.49 0.8232 
a3 0.37 0.6284 
a4 0.43 0.8233 
Ranking order 
of alternatives 

a4 = a2 a3 a1 

 

 
 

Fig. 2. Ranking accuracy 
 

 
 

Fig. 3. Relative importance of alternatives and their confidence 
intervals with the credibility q=0.05 
 

Alternatives a2 and a4 are of equal preference in the 
analyzed case when the optimal ߣ values are applied within 
the particular probability. One can state that optimized 
Weighted Aggregates Sum Product Assessment enables to 
reach the highest accuracy of estimation.  
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Conclusions  
 

Effectiveness of computer-aided multiple criteria 
decision support system as well as accuracy of decisions is 
based on an application of a proper MCDM method.  

It was observed that WSM and WPM methods can 
produce different ranking results. Accordingly, 
methodology for evaluation of accuracy of methods, based 
on initial criteria values, was developed. 

It was proposed to apply a joint method of the latters, 
i.e. WASPAS (Weighted Aggregates Sum Product 
Assessment), to increase the ranking accuracy.    

Accuracy of estimation applying WSM, WPM and 
WASPAS was evaluated. It was estimated that accuracy 
applying WASPAS increases up to 1.3 times as compared 
to WPM and up to 1.6 times as compared to WSM. 
Consequently, it was ascertained that the proposed joint 
method enables to increase the ranking accuracy. 

Methodology for optimization of weighted 
aggregated function was proposed, that enables to reach 
the highest accuracy of estimation.  

An example of application of methodology was 
presented. Relative importance of alternatives within the 
particular probability was calculated. 
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