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Introduction

One of the most common image features used in
machine vision are edges, and there is a substantial body of
research on various techniques for performing edge
detection. Edge is an imaginable line that separates two
regions with different luminosity. When luminosity hops
sharply, edge is well visible or imaginary, but when change
of luminosity is dlight — edge is very light or nearly
invisible.

There are many methods for edge detection, but most
of them can be grouped into two categories, zero-crossing
and search-based. The search-based edge detects methods
looking for maximum and minimum in the first derivative
of the image. The zero-crossing based methods search for
zero crossings in the second derivative of theimage [1].

A drawback with using edges is that not only do edge
detectors but also extract meaningful and useful edges. In
addition, many other spurious ones that arise from noise
and small changes in intensity values. If all such edges are
kept then the resulting image is hard for subsequent
processing. Large number of edge points can serioudy
increase computational amount and decrease result quality
with remaining fraction of noise. The aternative is to
select a subset of edges for further analysis and ignore the
remaining fractions. Generally, a threshold on the gradient
magnitude of pixels solves this problem. Unfortunately, in
practice edge thresholding often done intuitively and
frequently requiring user tuning of parameters [2]. Higher
threshold level usage results lost of some necessary edges
contrariwise lower threshold level leaves more
unnecessary fractions. Optimal threshold level defined for
each image individually sometimes separately for different
parts of the sameimage[2, 3].

Image projection and digitizing

Image cameras have a lens to gather the incoming
light and focus all or part of the image on the image sensor
surface. Image sensor is flat panel, with sensitive to light
elements. Image sensors grouped in two categories,
analogue and digital. Analogue sensors output analogue
signal, which is used in analogue television or digitalized
to obtain digital image. Digital image sensors are made
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from millions square shape light sensors that are capturing
light and converting it into electrical signals. Sensors are
organized in rows and columns as rectangular matrix. One
light sensor represents a single dot in the image with some
luminosity and are named pixel. Pixel of gray scale image
represents with one brightness digit, each pixel of colour
image represented as three colors — red, green and blue
brightness digits. Most popular quantization is 8 bits or 1
byte but also are used 10 or more bits quantization. Image
quality depends on quantization directly.

Each pixel of such image is neither a dot nor a square
but an abstract sample. Pixels could be reproduced at any
size and shape as adlight visible dot or a square.

Actually image sensor consists of square shape pixels,
which have some micrometers in size. Each pixel of image
has a fixed position and variable brightness which
represents average luminosity on pixel area (Fig. 1). Black
diagonal line shows edge between light and dark areas.
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Fig. 1. Pixel aiasing phenomenon

Therefore, a projected image light and dark part
covers some pixel surface partially. These pixels obtain
average brightness from both light and dark parts. This
phenomenon is named pixel aliasing [4] and presents in
grayscale and color images. Aliased pixel brightness
depends on light and dark areas ratio and luminosity of
these areas.

It is evident that this pixel brightness is directly
proportional to dark and light area ratio and difference of
these areas luminosity is arate factor.



Edge reconstruction from aliased pixel brightness

Decision about aliased pixel brightnessis described as
formula (2).

S

B =((a—BD)-§]+BD , )

where B, — average (visible) brightness of pixel, B -
brightness of light area, B, — brightness of dark area, S, —
whole pixel area, § — pixel light area.

Brightness of the light B and dark B, areas is
obtainable from nearest neighbour pixels in opposite sides
of aliased pixel.

Light area S is an integral of commonly unknown
function of an edge y=f(X).

S =i f (3. @)

Fig. 2. Trapezium area

To simplify task, let’s replace function segment with
line (Fig. 2). It is possible because pixel isasmallest peace
of the image represented as a dot or a square with
monotonous brightness. Yet another assumption that edge
line cross two opposing sides of pixel. Assumed the

decisionslight area S iscalculated as trapezium.
S :h-(a+b)/ 2 A3)

S =hm, 4
where rn=a+b’2 is average of vertical length of the

trapezium. Pixel side length is markedh. Pixel light area
and awhole pixel arearatio is the same as mand h ratio.
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Value m can be formulated from formulas (1) and (5)
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To reconstruct edge position with subpixel accuracy
four steps must be done: 1) to find aliased pixel; 2) to
select two nearest opposite pixels with highest and lowest
brightness; 3) to calculate m line value by formula (6), that
is a distance from brightest pixel border to estimated dot
on edge; 4) to draw aline through these dots that estimates
real edge with subpixel accuracy (Fig. 3).

Fig. 3. Subpixel edge dots calculation

1.](160- 40)/(200-40)|=0.75;
=1-[(120-40)/(200- 40)] = 0.50;
1.

m
E [(80-40)/(200-40)|=0.25.

Calculation isillustrated in (Fig. 3). Here 9 pixels are
shown and edge (dash and line) goes through a middlie
pixel row. Light pixel brightness is 200, dark — 40 and
aliased with brightness 160, 120, 80. From pixel brightness
caculated distances m and these dots used to draw an
estimated edge line. The distance m are calculated from the
pixel brightness and these dots are used to draw estimated
edge.

Fig. 4. Edge interceptstriangle area

Different situation is when an edge crosses adjacent
sides of pixel and intercepts triangle area. This situation is
more complicated because triangle area (Fig. 4) is not
linear function when edge dot travels via diagonal from
one corner to diagonally opposite corner. This area also
depends on angle between edge and pixel horizontal or
vertical side. That additionally complicates problem
decision.

To simplify the task take assumption that edge is
parallel to pixel diagonal, then(m =m)).



Two different formulas (7) are used to calculate
estimated edge dot coordinatesin}, m. The first one (upper

formula) calculates coordinates when a dot is in the first
half of pixel (Fig.4a), and the second formula is used to
calculate coordinates when pixel is in the second half of
pixel (Fig. 4b).
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e
where BrR — brightness ratio.
Final formulais:
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Fig. 5. Area (S) to dot coordinates (m) linearity diagram

Formulas describe the relation of dots coordinates
and area size that is an S shape curve. In this function
selected region with linearity better than 5%. It is Area (S)
range from 0.1 to 0.9 where subpixel dot coordinates (m)
range varies from 0.15 to 0.85. It means that, when edge
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intercepts small triangle that area is less than 0.1 (10%) of
pixel size, calculation is inaccurate. Such pixels can be
ignored or another calculation algorithm must be used.
Edge reconstruction where used both methods shown in
Fig. 6.

Fig. 6. Both methods for edge reconstruction usage

Testing and results

Artificial pictures with only one straight-line edge
between dark and light areas were used for testing. There
were used pictures with known different edge angles. This
decision was made to simplify testing and results analysis.
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Fig. 7. Edge reconcrtuction deviation histogram

Table 1. Standard deviation cumulative percents

0.01 (1%) | 47% 0.02(2%) | 61%
0.03 (3%) | 73% 0.04 (4%) | 82%
0.05 (5%) | 88% 0.06 (6%) | 94%

There were tested 14 pictures and calculate 1050 dots.
Each calculated dot position was compared with known
angle straight-line and calculated deviation. Test results
were drawn as histogram of edge reconstruction deviation
shown in Fig. 7. Table 1 shows standard deviation
cumulative percents Method accuracy is six or less percent.
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One of the most common image features used in machine vision are edges, and there is a substantial body of research on various
techniques for performing edge detection. Edges are useful in many applications as image comparing, recognition and other. Here is
presented edge detection method with subpixel accuracy. Method is based on decision that different intensity and size areas influence
pixel brightness with some relation function. Hear presented functions to calculate one dot of edge going through the pixel. Test results
show that with 0.01 standard deviation is estimated 47% of dots, with 0.05 standard deviation is estimated 88% of dots and 94% with
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KoHTyp — oziHa M3 caMbIX OOLIMX XapaKTEPUCTHK M300pa)KCHHUS, UCHONb3YEMbIX B MAlIMHHOM 3peHuH. CyLIECTBYeT MHOXECTBO
PAa3IUYHBIX METOJIOB ISl OOHapyKeHHUs KOHTypa. KOHTYp MoJie3eH BO MHOTHX IPUMEHEHHUSIX TAKHX Kak CPABHUBHCHHE, ONO3HABAHHE
n300paxeHus u npyrux. IIpeacrasisiercss METo OOHAPYKEHHUsI KOHTYpa ¢ TOYHOCTBIO JI0 JOJIM MHKCeNsi. MeTo/l OCHOBaH Ha PeLICHUH,
YTO 30HBI Pa3HOW MHTCHCHBHOCTH M pa3Mepa BIMSIOT Ha SPKOCTH ITHKCEIS U HPEACTABISIIOT HEKoTOpyro (yHkumio. IpencraBieHsl
GYHKIMM U1 BBIYMCIICHMS TOYKHM KOHTYpa, Haxojsdlledcs Ha mnuKkcesne. Pesynbrarhl HcciienoBaHMs mokasbiBator, 4ro ¢ 0.01
CTaHIAPTHBIMU OTCTYIUICHUSIME orpenenieHsl 47 % touek, ¢ 0.05 cranmapTHeiME OTCTyILUICHUIME — 88 % Touek u 94 % Touek ¢ 0.06
CTaHAAPTHBIMHU OTCTYIUICHUAMU. Taroke onpezesieHa HelMHEHHOCTb Goiiee 5 %, KOorzia KOHTYpP OTCEKaeT TPEYroJbHHK IUIOLIA/IbI0 MEHee
10 % ot monaau mukcenst. M. 7, 6ubi. 6 (Ha aHTIHICKOM sI3bIKe; pedepaThl Ha AaHTJIUICKOM, PYCCKOM M JINTOBCKOM SI3.).

V. Vysniauskas. Vaizdo kontary atkarimas naudojant persidengusiy tasky ryskuma // Elektronika ir elektrotechnika. —
Kaunas: Technologija, 2008. — Nr. 8(88). — P. 43-46.

Vaizdo konttro nustatymas yra viena i$ bendriausiy vaizdy palyginimo, atpazinimo ir kitokio apdorojimo charakteristiky. Vaizdo
pakeitimas kontiru leidzia gerokai sumazinti kompiuterio skaiciavimu trukme. Kontirams nustatyti naudojami jvairas metodai
Pristatomas metodas vaizdo kontiirui nustatyti pikselio dalies tikslumu. Metodas paremtas tuo, kad skirtingo ryskio sritys, dengianciosta
pati pikseli tam tikru proporcingumu, daro jtaka bendram pikselio ryskumui. Pateikiamos funkcijos per pikseli einancio kontiiro tasko
koordinatems rasti. Tyrimais nustatyta, kad su 0,01 neapibréztimi nustatomi 47 % tasky, su 0,05 neapibréztimi — 88 % tasky, o su 0,06
neapibréztimi — 94 % tasky. Taip pat nustatyta, kad netiesiskumas virsija 5 %, kai konturas atkerta trikampj, kurio plotas sudaro 10 %
pikselio ploto. Tokius pikselius reikiaignoruoti. I1. 7, bibl. 6 (angly kalba; santraukos angly rusy ir lietuviy k.).
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