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Introduction

Face and head gestures are important cues in
communication between humans. The face first attracts our
attention, when we meet somebody, because it transfers the
identity information, emotions are expressed by facial
expressions, head gestures are used to show approva or
disapproval. Because these reasons head gestures and
facial expression are aternative input modalities in human
— computer interaction. Methods of head detection and face
analysis were enabled because of rapid development of
information technologies. The need for training of
algorithms to recognise humans and objects appeared.
From the late eighties more attention was committed for
head and face analysis systems.

Head detection and characteristic points of face
localisation are initial steps of whole process. Knowing
that the head or face is in the video frame let make next
conclusions from basic to sophisticated ones. the persons
head (faces) isin frame, the face belong to woman or man,
how much in the frame is children’s and adults, where they
look and what are their face expressions.

Possibilities to evaluate head 3D rotation accurately
alow to implement divers tasks on control, investigation
and acquisition. Research was carried out with goa to
develop method for head 3D rotations evaluation and
investigated its errors and their dependencies on various
factors as noise, frame resolution, face expression, size of
rotation angle.

The most robust to user’s head movement are remote
gaze tracking systems that are using an algorithm of pupil
centre and several cornea reflections for estimation of
user's gaze direction [1]. The additional infrared light
sources are used to obtain corneal reflections. The
cameras, used in such systems, must be sensitive to
infrared light. The light sources must be close to a user that
to form a detectable glint at eye image. All these features
are disadvantages of the system.

Gaze tracking in visible light is an alternative
approach for low cost gaze trackers [2]. User's head
orientation in space must be estimated in such case. It is
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accepted to divide head tracking methods into two types:
appearance-based [3] and model based [4].

Previoudy we proposed a model based method [2,5]
for 3D head orientation estimation from a single
monocular camera. Coordinates tracking of several
characteristic facial points (facial features) is used in the
method. The coordinates of facial features obtain the shifts
not only after head trandation or rotation but also after a
change of face expression. The way to minimize influence
of facial expression is proposed in the current paper. The
method was examined using computer simulation and
analysis of the images from CMU PIE database [6].

Computer simulation of head pose estimation errors
caused by a face expression

Initially, we need to select characteristic facial points
for an algorithm implementation. We analysed 18 points—
candidates, which can be detected automatically. All of
them coordinates shift with a face expression [7]. The goal
is to find a minima number of the points, which are the
most stable versus different expression and ensure small
head angles estimation errors.

A geometrical model of 18 points arrangement on
head was build. Further, we refer to it asa 3D head model.
A head rotation center can be chosen arbitrary. We chose a
point on the midline between user’s eyes because it is seen
on the acquired images. The facia points, which
coordinates have minimal shifts versus different expression
and are easy detectable, were selected. Firstly, the points
having the longest distance from the center of rotation
were included into set. The points were included by the
next order: a nose tip, mouth corners, outer corners of eyes,
inner corners of eyes. Then we simulated angle estimation
errors versus a number of characteristics face points
(Fig.1).

We defined from the plot in Fig. 1 that the optimal
number of pointsis 6 — 8. In such case angle estimation
error is less than 3 degree. The face characteristic points,
which coordinates least change versus expression, are
shown in Fig.2.
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Fig. 1. Angle estimation errors versus number of characteristic
points of face

Fig. 2. Location of characteristic points, which least changes
versus different expression

Previoudy [7] we defined the coordinates shifts of 6
characteristic points in five different face expressions (see.
Table1).

Table 1. Name of expression and code

Code of expressions Expression name
Angry
Happy
Neutral

Sadness

Surprise

SUE IS o

Now, simulation of errors based on 3D head model
was done. Rotations of head by 10 degree around all axis
were simulated. This yielded new coordinates of selected
face points. Random shift values according to expression
were added to all coordinates before rotation. Afterward,

head rotation angles were caculated from obtained
coordinates by our suggested method. The differences
between estimated by method values and initia rotation
value (10 deg.) are angle estimation errors, caused by face
expression. The bar plot of mean angle estimation error
versus different expression is show in Fig. 3. Similar
simulation results are shown in Fig. 4. Only now, after
expression caused random shifts were added, the mean
shifts values for expression were subtracted. The situation
was simulated, when facial points coordinates shifts were
compensated by recognized expression mean shifts. We
can see that errorsin Fig. 4 are some times smaller than in
Fig. 3. Error ranges are presented in Table 2.
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Fig. 3. Mean angle estimation error without expression
compensation after head rotation about three axis by 10 degrees
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Fig. 4. Mean angle estimation error with expression
compensation after head rotation about three axis by 10
degrees

Table 2. Intervals of head orientation angles estimation errors with expression compensation

Expression Rall, deg Yaw, deg Pitch, deg
1. Angry [-1.77;1.26] [-1.94;1.28] [ —2.60; 2.58]
2. Happy [-1.33;1.77] [ —1.84; 2.06] [ —1.69 ; 2.55]
3. Neutral [-1.55;1.78] [—1.22;1.00] [—2.73;1.61]

4. Unhappy [-2.02; 1.61] [-1.36; 1.49] [2.36;1.87]

5. Surprise [-1.23; 1.91] [-1.45;1.02] [-2.01;1.79]
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Head pose estimation errors obtained from database
images

It is impossible to rotate a head accurately by a
desired angle. Consequently we used CMU PIE database
[6] of head images acquired from several cameras
simultaneoudly. Because the cameras looked at face with
different angles, heads in images seem as rotated by
different angles. In addition, the faces in database were
acquired with different expressions. Our expression
elimination method gives angle estimation errors,
presented in Fig. 5.
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Fig. 5. Mean head angle error with expression compensation for
CMU PIE images

Simulation and experimental errors has tested and
match 78-90% versus expression (Fig. 6).
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Fig. 6. Percentage of correct experimental estimation which
belong to smulation intervals

Conclusion

The optimal number of facial features for tracking is
6-8. The points are: a nose tip, mouth left and right
corners, both eyes outer and inner corners. A computer
simulation gives that angle estimation error without
expression compensation after head rotation around three
axis by 10 degrees could reach maximal valuel3 degree (in
surprise expression) and mean value of error isin range 6-
8 degree. After expression compensation mean value of
error is in range 0,1-0,3 degree. Simulated and
experimentally obtained errors have been compared. Their
match 78-90% is established. A proposed compensation
method significantly reduces angle estimation error for
tested expressions.
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D. Dervinis, G. Daunys, N. Ramanauskas. 3D Head Orientation Estimation and Expression Influence Minimization using
Characteristic Points of Face// Electronics and Electrical Engineering. — Kaunas: Technologija, 2008. — No. 6(86). — P. 47-50.

The method of minimization face expression influence for evaluation of head orientation in space is proposed and investigated. In
our previous works 18 characteristic face points were selected for the head orientation evaluation. It is difficult to track all 18 pointsin
real time. It was found by way of mathematical simulation that number of points 7 is optimal number for head orientation tracking. The
points were selected at the face places which obtain minimal changes because of face expression. Mathematical simulation helped to
establish that errors for head rotations could reach value 13 degrees (for surprised expression), and mean error is about 6-8 degrees.
After correction of face specific points coordinates by mean value of change caused by face expression the errors were reduced until
range 0.1-0.3 degrees. Intervals of possible errors for every expression and some head orientation angles were calculated. The method
was tested using CMU PIE database of face images. The obtained interval for head orientation angles errors is 1.5-2.8. The
correspondence of 78-90% was obtained between results of experimental errors and results of mathematical simulation. Ill. 6, bibl. 7 (in
English; summariesin English, Russian and Lithuanian).
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. Jdepsunnc, I'. Jaynuc, H. Pamanayckac. OneHKka OpHeHTAUH F0JIOBbI B TPEXMEPHOM IPOCTPAHCTBE U YMEHbICHUE BIMSHUS
BBIPa’KEHHUST JIMIA, MCHOJIb3YsI XapaKTepHble TOUKH Juua // DieKTpoHuKa u dJekTpoTexHuka. — Kaynac: Texnosorus, 2008. —
Ne 6(86). — C. 47-50.

Ipennosxen u uccae 0BaH METOA MUHUMM3AIMU BIUSTHUSI BBIP)KEHHUS JIMIA HA OLEHKY OPUEHTAI[MU TOJIOBBI B NPOCTpaHcTBe. B
HaIIUX OpeApIIynux pabdoTax 18 XapakTepHBIX TOUEK JHLA ObUIM OTOOPAHBI VIS OLIEHKM OPHEHTALMH TOJIOBBL. TPYIHO CIEOUTH 3a
BCeMH 18 Touek B pexuMe peaslbHOro BpeMeHH. [TocpeacTBoM MaTeMaTHIeCKOTr0 MOJEINPOBAaHHsI ObIIO HalfIEHO, YTO YHCIIO TOUeK 7 —
ONTHMAJBHOE YHCJIO A TPOCISKHBAHMS OPHUCHTAIMU TOJNOBEL TOYkM OBUIM OTOOpaHBI B MeCTax JMIA, KOTOPBIC MOJYJaioT
MHUHUMAaNIbHBIE M3MEHEHMs H3-32 BBIPAXEHHs JIHINA. MaTemaTHieckoe MOJEIHPOBAHUE ITIOMOIJIO YCTaHOBHTH, YTO OINHOKH YITIOB
TIOBOPOTA TOJIOBBI MOT'YT JOCTHTHYTh 3Ha4€HHH 13 TpamycoB (U1 yAUBICHHOTO BEIPAKEHHUS), & CPEIHSS OMINOKA — IPUOIM3UTENEHO 6—
8 rpagycos. Ilocne xoppeKkuun KOOpAMHAT XapaKTePHBIX TOYEK JIMIA Ha CPelHEE L3HAYCHHE M3MEHEHUS, BBI3BAHHOTO BBIPAXKEHHEM
nuna, ouMOKM ObUTH yMeHblIeHbl 10 auamazoHa 0,1-0,3 rpamyca. MHTepBanbl BOSMOXKHBIX OIMIMOOK UIS KaXIOTO BBIPAKEHHS H
HEKOTOPBIX TTaBHBIX YIJIOB OPUEHTALUM ObUTH BBIYMCIEHBL. MeTox ObUT MPOBEPEH, MCMONb3Ysl 0a3y AaHHBIX M300paxkeHuil mui PIE
yauBepcurera Kapueru-Memnsona. [lonydeHHbIl HHTEpBa U1 OIIMOOK YIJIOB OpHEeHTauuu ronossl — 1,5-2,8 rpagyca. CooTBeTcTBHE
78-90 % ObLa moy4eHa Mex,y pe3yIbTaTaMy SKCIepPUMEHTAIBHBIX OIINO0K M MaTeMaTHIECKOro MoienupoBanus. Uin. 6, 6ubmn. 7 (na
AHTJIMICKOM s3bIKe; pehepaThl Ha aHIIMHCKOM, PYCCKOM U JIMTOBCKOM 513.).

D. Dervinis, G. Daunys, N. Ramanauskas. Veido israiskos jtakos sumazinimas nustatant galvos erdvine orientacija pagal
biidinguosius veido taskus // Elektronikair elektrotechnika. — Kaunas: Technologija, 2008. — Nr. 6(86). — P. 47-50.

Siame darbe aprasomos galimybés sumazinti veido israiskos jtaka nustatant galvos erdving orientacija pagal badinguosius veido
taskus. Ankstiau atliktuose darbuose buvo nustatyta 18 budinguju veido tasky. Kadangi realiu laiku detektuoti 18 tasky yra sunku, siame
darbe matematinio modeliavimo budu buvo nustatymas optimalus 7 tasky skaicius bel parinktos badinguju tasky vietos (akiy vidiniai ir
iSoriniai kampai, nosies galas, lapy Soniniai kampai), kurios maziausiai keiciasi kintant veido israiskoms. Matematinio modeliavimo
budu nustatyta, kad erdvinio galvos posikio kampy nustatymo klaidos, kai galva pasukta apie tris asis po 10 laipsniu, maksimali klaida
siekia iki 13 laipsniy (esant nuostabos israiskai), vidutine klaida — 6-8 laipsnius. Po kompensavimo klaidos sumazéja iki 0,1-0,3
laipsnio. Matematiskai apskaiciuoti klaidy intervalai esant kiekvienai israiskai ir kampui. Naudojant CMU PIE duomeny baze buvo
gauti eksperimentiniai duomenys — erdvinio galvos postikio kampu nustatymo klaidos, kurios siekia 1,5-2,8 laipsnio.
Gautas 78-90% matematinio modeliavimo ir eksperimentiniy rezultaty atitikimas. 11. 6, bibl. 7 (angly kalba; santraukos angly,
rusy ir lietuviy k.).
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