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Introduction

Without constant updating of hydrographical datait is
not possible to provide safe navigation, especially in coastal
and harbour areas. Thus, high quality maps and charts
require that standard measurement methods be improved.
Hydrographical data is based on a sonar measurement
collection in a passive or active way. The bathymetry
survey data always has uncertainty caused by survey vessel
positioning, depth measurement precision (measurement
accuracy, seafloor material parameters, etc), processing
methods of collected data including the correction of the
sound velocity and data post-processing and representation.

The fast signal processing development at the
hardware level would affect not only data collecting and
post-processing areas, but will aso provide new
opportunities for the measurement precision studies. For an
active sonar system, the measurement accuracy could be
increased by the use of the spread spectrum sounding
signals and the appropriate beamforming and processing
methods. Since processing depends on the practical
measurement method, the equivalent distance sensor array
model, as one of the possible sonar system solutions, is
chosen to show the dynamics of the studied signals. Firstly,
this paper reviews of the hydrographic standards and depth
uncertainty values. Secondly, the examples of additional
sounding signals and the optimum reception a gorithms will
be presented. Finally, advanced FFT beamforming
modelling results will be compared with the block-phase
beamforming method results.

Standardsfor hydrographic surveys

The standards for hydrographic surveys, issued by the
International Hydrographic Organisation (IHO) [1], provide
classifications of the different types of surveys, including
the depth uncertainty specifications. Other standards have
minor distribution, but nevertheless declare higher demands
for the standard uncertainty level and must be taken into
account as a goa for real measurement system
implementation and modelling studies. Those standards are:

e The International Hydrographic Organisation S44
standard

e The Swedish Maritime Administration (SMA)
Exclusive Order standard

e The US Army Corps of Engineers shallow water
standards (USACE)

e TheLand Information New Zealand Standards for
deep water multibeam echosounder surveys
(LINZ)

e Internationa Marine Contractors Association
standards (IMCA)

The IHO $44 4th Edition classifies four different types
of survey data: Special Order, Order 1, 2 and 3.
According to the S-44 the error limits for depth accuracy
could be calculated by the formula

d=y/a+(b-d)* (m),

where a — constant depth error, i.e. the sum of all constant
errors; b-d — depth dependent error, i.e. the sum of al
depth dependent errors; b — factor of a depth dependent
error; d— depth.

The values of a and b listed in the S-44 correspond to
the survey data orders. The following figure shows the
summary of standards for hydrographic surveys and
numerical values of the depth accuracy limits.

Obviously the S-44 Special Order (Fig. 1), is the most
demanding order of IHO surveys covers the specific critical
areas with minimum underkeel clearance and where bottom
characteristics are potentially hazardous to vessels.
Examples are harbours, berthing areas, and associated
critical channels. Special Order requires the use of closely
spaced lines in conjunction with a side scan sonar, multi-
transducer arrays or high resolution multibeam
echosounders to obtain 100% bottom search. It must be
ensured that cubic features greater than 1m can be
discerned by the sounding equipment.

According to the standard the horizontal accuracy
(95% Confidence Level) must be up to 2 m, depth accuracy
for reduced depths a = 0.25 (m). b = 0.0075, system
detection capability cubic features> 1 m[3].
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Fig. 1. Hydrographic standards and depth uncertainty [2]

With regard to the existing standard limits, in the
development of new methods the most critical condition as
the starting point, for example, the SMA Exclusive limit,
that could lead to the future IHO standard improvements,
must be taken into account.

This paper considers the sensor array as one of the
possible modeling solutions to increase system resolution at
a physical level and at the same time to use the sounding
impul se power in amore effective way.

The phase coded sounding signals

Since the processing of along coded pulse echo would
give us a relatively narrow pulse and as a result not only
more efficient use of the average power but also could
improve resolution capability. The main compression
selection parameters are the range coverage, the sidelobe
levels at reception and signal to noise ratio. To study the
possible real system improvements, the widely used binary
phase-coded waveforms were used. The signal is
subdivided into a number of subpulses of equal duration
with the particular phase. The phase values could be
obtained from the optima binary sequences whose peak
sidelobe values of the autocorrelation function are
minimum possible for a given code length.[4] In practice,
the widely used Barker code values or pseudorandom noise
sequences, for example, the LFSR (linear-feedback shift-
register) sequences, could be the reasonable choice, as the
reception is implemented by the matched filtering or the
correlation processing. Concerning the limited number and
the length of Barker codes, the nested Barker codes [5]
alow us to increase the system resolution at the same
power level. Moreover, properties of those codes would
lead us to the narrow peak at zero-doppler response and
provide the resolution increase at the optimal filter
output.[6] In this case the resolution is determined by the
signal chip length, and could be improved k times, where k
is the number of signal chips (elements). Here, the
resolution in a simple pulse waveform case is determined
by the whole signal length.[5]

For example, we use the 5-element (chip) nested
Barker code. To obtain a desirable sounding signal, we fix
amplitude value on the 7, interval and phase values will be

A¢ €{0°,180°} . So as a result we have a physical binary

phase manipulated signal, where phase changes are made
according to the values of the 5-element Barker code. The
number of signal chips will be 25. Figure 2 shows the ideal
optimal filter output for the nested 5-element Barker code.

30 T T T

20

Fig. 2. Verticad cut ¥(zr,0) (zero-doppler) of the ambiguity
function ¥ (t, F') [7] of the nested 5-element Barker code

The reception model of the array system includes the
beamforming algorithms and the optimal reception. So, the
dynamics of the sample signals in equivalent distance
sensor array must be studied. The use of the Barker codes
with the phase compensation in an original way has some
strong limitation when the received signals are at the
directions deflected from the normal.[8] Some additional
beamforming methods should be used for the signals,
formed with the optimal binary sequences.

The dynamics of scanning signalsin equivalent distance
sensor array

In general, we are interested only in independent
partial directions [9], i.e. =, and array output signal is
expressed by

o] N-1KT-1 .
y(B,1)=3 ¥ a(l—krg—nd-sinp, /c)x el® (1)
n=0 k=0

o
where y(B,,1) —array output signal at time moment l;n-
sensor number; N — amount of sensors;, k — chip number;
KT —amount of total components (chips); 7, — chip length;
d —distance between sensors; ¢ — wave speed,

ay < [LiTOS <7 2
o, if0>1>7, .
and
Oy ={+1L+L+1-L,+L+L+1+1, -1 +1,+1+1, 3

+1,-1+1-1-1-1,+1-1,+1+1,+1-1+1}

are values of the binary phase-coded waveforms (KT=25).

Itiseasy to noticewhen g, =0,

28



o KT-1 :

y(0O.)=N- ¥ a(l —krp) el (4)
k=0

and the signal formed from the sensor, transmits the

primary signal without any distortion (Fig. 3). In other

cases, the situation is different. The magnitudes of the

received waves at angles in the array are shown in Fig. 4 —
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Fig. 3. Array output at ﬂy =0 rad (Scanning signal)
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Fig. 4. Array output at ﬂy =0.33rad
100 , , ,
w0.785.0  OF
100 |_ |_ |_
0 210t 40t 6-10

Fig. 5. Array output at ﬂy =0.785 rad

As we can see, the increase of the receiving angle of the
wave will cause a strong deformation in the form of the
summary signal. The phase compensation array with much
bigger length L, than signal spatial length Lg (in our case

chip spatial length inside the spread spectrum signal) does
not work adeguately when it receives signals at the
directionsthat are deflected from the normal.[ 10]

Advanced FFT beamforming

One way to solve this problem is to use the
compensation of time lags of the signal. In order to produce
the correct time delay, we can use characteristics of Fourier
transmission [11] [12]. For this purpose, we can create
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digital data buffers behind each sensor and as a result
obtain a two-dimensiona data matrix M behind the sensor
array. First, we must compute the complex frequency
spectrum from each column n of the matrix M. Since the
complex weight is a function of frequency g, an appropriate
complex weight must be applied to each frequency
component contained in the signal spectrum. This must be
done at each sensor nin the array

o 1 L=2
Yn,(q+Lp) :C(n'Q)'mE:O My n %

xexp(—j 27T'Q'|)’

L-1 ®)

where q — sampled frequency q=-Lp,Lp, L — the amount
of signal samplesand Lp=(L-2)/2.
Complex weight C(n,q) is expressed by the formula

0if n[>N-1,

C(n,q) = . .
a(n,g)-exp(jo(n,q))-exp(je(n)),

(6)

where a(n,q) is the frequency dependent amplitude

window. For time delay compensation we will use the
weight

n-d- fs-co
6(n,q) = 2rq .round S—S(,B},) (7
(L-2) c
and for phase compensation the weight
co
p(n)=2-7-n-d- S(ﬁy). (8)
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Fig. 6. Complex weighted frequency spectrum Y (q+Lp)

It isimportant to notice that both weights (7), (8) must
be used in order to achieve the correct time delay and phase
compensation. The complex weighted frequency spectrum
Y (q+Lp) Isdepictedin Fig.6 (a(n,q) =1Vn,vq, N=81).

Taking the inverse Fourier transform from Y, (q,1p) With

respect to frequency g, the output electrical signalsin each
channel are now in phase and we obtain practicaly
equivalent situation with By =0 (Fig. 3).

As an advantage, this method enables us to perform
immediately an optimal reception to evaluate the actual
round-trip time delay (optimal receiver must carry out the
pattern of the function of uncertainty). In this case, it is



really not necessary to take the inverse Fourier transform
and thus it helps to save system resources. Optimal
reception in a frequency-domain is expressed with the
formula

Lp
y(z,0) = ZL [Ys(qﬂp) 'S<V(Q+Lp)]x
q=-Lp

. 21-Q-T
expl j——— |, 9
X p(l L_lj 9
where
Y Nzl\? (10)
= (q+Lp)
Na+Lp) = I Y@L
XKV, L Sy
= X
(9+Lp) _150 '
. 2m-q-l
ex ; 11
X IO(J L_lj (11)
VTO\/I SN —krp)-el Pk (12)
k=0

is the support signal. It is important to notice that all values
of KV(g+Lp) Can be previously saved into the processor

memory. The appropriate optimal filter output is shown in
Fig. 7.
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Fig. 7. Vertical cut of the ambiguity function of the optimal filter

Due to the fact that the imaginary parts of the complex
weights can be selected independently and appropriately so
that the beam-pattern of the beamformer is constant over
the frequency band (i.e. frequency-invariant beamformer),
while the amplitudes a(n,q)in the complex weights are
used to control the beam-pattern characteristics. The
proposed method is able to control the main-beam width
and sidelobe levels of the beam-pattern in a wide range of
frequencies, providing a wideband non-adaptive method for
reducing interference. In the case of a frequency-domain
structure, it is insensitive to the sampling rate (required
only at the Nyquist frequency).

Block-Phase Beamfor ming

Here we take into consideration that the amount of
simultaneoudly activated sensors

Te-C
Net (8,) =|d-|cos(8,)|

N otherwise

if cos(B,)=0,

(13)
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is determined by the spatial length of the signal smallest
element of the signal. Sensor array is divided into
subarrays [13] where the amount of sensors inside the of
subarray islessor equal to Ng (8,) -

The output signal in different partial directions p,
can be computed with the formula

[N-(Hl)]_l
0 arp(B,)-1{ 9P(B)) | o
y(.B,)= % X MisdGip,)nx
i=0 N
arp(By)
xexp(j zn d%ms(ﬂ )J, (14

where grp(,) — the amount of subarrays corresponding
on at different partial directions S, and i — the index of
subarrays. In the case of N=81

1if Ng(B,)2N;

3if 27<Ng (B,)<N;
9.if 9<Ng (B,) <27:
27,if 3<Ng (B,) <9:
N otherwise.

orp(B,) = (15)

Delay (in samples) of the i -th subarray corresponding
at on partial direction S isfixed by the formula

] |

To reduce the amount of mathematical operations in
real time, we can previously record al the values of
d(@i,B,)and grp(B,) into the system memory. Three-

i-N_ d-cos(B,)
arp(B,) c

d@,g,) = round(fs (16)

dimensional image of the two-dimensional delay array
d(i,B,) isshowninFig. 8.

Vertical axis represents subarray delays in samples and
horizontal axes represents subarray indexes and sampled
directions. Fig. 9 shows the output signal of the sensor
array if thefalling angle of the signal is 8, =0.524 red .

Fig. 8. Three-dimensional image of d(i, 3s)
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Fig. 9. Array output after the block-phase compensation
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Fig. 10 shows the output signal after performing an
optimal reception in the case of g, =0.524rad (B, = By )

with a support signal (12).
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Fig. 10. Vertical cut of the ambiguity function of the optimal filter
after block-phase compensation

The block-phase method does not give such good results
as the previous method, but the results are still good and the
required computing power is much lower compared with
previous methods. When the scanning signal falls onto the
array from the normal direction, only summing up of signal
elements occurs in the system. When the signal falls onto
the array at some abnormal angles, the sensor array is
divided into sub (phase) arrays. Thereby, the required
computing power even decreases compared to the classical
phase arrays since the calculation of the Fourier transform
is executed using smaller blocks.

Conclusions

According to the requirements, to reduce the impulse
power and the precision of evaluating the time lag, the most
effective method is to use signals based on the Barker's
codes. It is possible to use LFSR-sequences, but in this case
longer code sequences must be used to achieve the results
equal to the Barker's codes. This aggravates the discovery
of objects within nearer distances to the sensor array. We
can get the most effective scanning signals when we use the
nested codes, synthesized on the basis of Barker's codes,
since these ensure extraordinarily narrow peak area and the
same levels for the sidelobe as for the classical Barker's
codes. A problem may arise with the spatial length of
signal's, which increases the minimal operating radius of the
system. Therefore, when realizing the system in practice, it
is reasonable to make the configuration of the choice of a
scanning signal simpler. Concerning the dynamics of the
scanning signals in the sensor array surveyed in the present
work, we observed that the general behavioural model is
the same and still connected with the duration of the
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shortest element of the signal. Some differences appeared
when using very long nested codes (the average amplitude
of the output signal of the sensor array remained somewhat
higher for large angles than when using traditional signals)
but for the dynamics, the choice of scanning signals is not
an essential factor. The choice of the scanning signal is
rather determined by the minimal and maximal operating
radiuses and the correlation features of the signal.

The choice of an agorithm depends on concrete
Situations, available hardware, etc. Comparing the
theoretical results it can be stated that they are all realizable
and provide very good results theoretically. Essentially, the

whole angular interval g, = +90° can be reduced to the

equivalent situation B, =0. The compensation of lags in

the frequency space can be considered the most appropriate
approach, but still this method is quite resource consuming.
The block phase method provides sufficiently good results
if we stick to the rule that the relation j, < B is valid

according to the spatial length of one element (“chip”) of
the signal and the length of the subarray. There is a minor
lossin the level of the main lobe of the output signal of the
optimal receiver, but thislossis insignificant. It is essential
that the main lobe width and general shape of the optimal
receiver do not change. The level of the sidelobes remains
the same.

It must also be noted that the block phase method is not
invariant to the scanning signal. Its concrete realization (the
number of subarrays formed) is dependent upon the
scanning signal (to be more exact upon the duration/spatial
length of its shortest element). Since by dividing the sensor
array into sub-arrays, the lengths of the Fourier transforms
decrease, the processing of the whole array occurs more
rapidly as compared to the case when the Fourier transform
is calculated simultaneously for all the array elements.

The results of modelling enable us to draw the
following conclusions;

1. Derived from the characteristic of the signal, the
sensor array is not able to use classical phase
compensation for the purposes of beam steering.

2. The block-phase method provides quite good
quality and enables us to reduce the required
computing power as compared with advanced FFT
beamforming.

3. The most appropriate method seems to be
advanced FFT beamforming.
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IIpencraBieHbl HEKOTOPBIE METOABI OOpPabOTKM CHTHAIOB M (OPMHUPOBAHUS JIyda, KOTOpPBIC HCIOJB3YIOTCS B THUAPOTpadHU.
OO6cyxnaloTcss OCOOCHHOCTH METOIOB Ipu cOope OaTMMETpUYeCKUX MaHHBIX. IIpemnaraioTcst HOBbIE METOABI HM3MEPEHUS.
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Apzvelgti kai kurie hidrografijoje taikomi signaly apdorojimo ir spindulio formavimo metodai. Aptariamos metody ypatybes,
pasireiskiancios surenkant batimetrinius duomenis. Sialomi nauji matavimo metodai. Gylio matavimo signalui generuoti naudojamos
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