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Introduction

An accurate identification of the dynamics underlying
a complex time series, is of crucial importance in unders-
tanding the corresponding physical process, and in turn
affects the subsequent model development. In order to
obtain the inherent properties of a system from the obser-
ved time series, a variety of methods have been proposed
and are widely applied, such as surrogate tests [1],
wavelets [2], Fourier transforms, and approaches based on
time delay embedding [3]. Among these methods, approa-
ches based on time delay embedding may be the most po-
pular framework for analyzing chaotic time series. Based
on Taken’s embedding theory, some measures such as
Lyapunov exponents [4-6] and correlation dimensions [7]
have been proposed to characterize the global features of
dynamical systems. Hovewer, the presence of noise can
greatly affect the analysis of the observed data from chao-
tic systems. Since the analysis of chaotic data in terms of
dimensions, entropies, and Lyapunov exponents requires
access to the small length scales (small-scale fluctuations
of the signal), already a moderate amount of measurement
noise on data is known to be destructive [8]. Recently int-
roduced effective methods for distinguishing chaos from
noise can deal with small or moderate amounts of noise [9,
10].

One class of time series — pseudoperiodic — has arou-
sed great interest due to their close relation to some impor-
tant natural and physiological systems. For high noisy
pseudoperiodic time series (at signal-noise ratio SNR=0
dB) it is desirable to reduce the noise level. However, most
noise reduction methods are designed for signals that can
be treated by a linear model and fail to eliminate noise
from a contaminated chaotic time series because the spect-
ra of the chaotic signal and the noise overlap [3]. Noise
reduction based on time delay embedding, which has been
widely studied, may be the most promising way to filter
the noisy chaotic data [11-13]. Several phase space projec-
tion methods, based on subspace decomposition, were
proposed for application to the problem of additive noise
reduction in the context of phase space analysis — the
global projections method [13] and the local (nearest
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neighborhoods) phase spaces method [11-13]. A two step
method is proposed to reduce colored noise [14]. These
methods performed well with moderate amounts of noise.
But I have not found any publication, devoted to detecting
the deterministic structure from a high noisy pseudoperi-
odic time series, when the noise level reducing is desirable
with expected to preserve the exponential divergence of
nearest neighbors. At some level of the noise, due to the
signal low frequency distortion and noise residual when
nonlinear noise reduction is performed, we cannot reliable
distinguish enhanced pseudoperiodic chaotic signal from
enhanced noisy regular sinusoidal signal with Lyapunov
exponent (either scale-dependent Lyapunov exponent [9])
calculated neither by Kantz [5] nor Rosenstein [6] algo-
rithms — the divergence slope is not linear and has a similar
behavior for both cases. The algorithm based on the corre-
lation coefficient as a measure of the distance between
overembedded vectors [15] also misclassifies filtered high
noisy regular sinusoidal signal as deterministic chaos.

In this paper (i) the straightforward algorithm to de-
tect chaos from pseudoperiodic time series is presented,
which is robust for distortion of enhanced signal, (ii) it is
demonstrated that the histograms of white vertical lines in
recurrence plots (RP) are the powerfull tool for distinguish
the filtered high-noisy chaotic pseudoperiodic data from
filtered high-noisy periodic. The essentiality of the algo-
rithm is as follows — the nearest k neighbors for every refe-
rence vector of reconstructed phase space in the primary
neighborhood of radius £ are fixed and then the dynamics
of number of nearest neighbors in the neighborhood of

radius € + A€ is monitored with time. The slope of dy-
namics averaged over all reference vectors of reconstructed
phase space allows us to distinguish chaos from noisy re-
gular signal.

Throughout the paper, the x component of the well-
known Rossler system and an experimental laser dataset,
both of which are chaotic and contain obvious periodic
component, for illustration are used. The laser dataset is
the record of the output power of the NH3 laser available in
Santa Fe Competition (Data Set A). The signals are con-
taminated by additive white Gaussian noise. Usually, nei-
ghborhoods of reconstructed phase space merges if all data



are contaminated by large amounts of noise. Thus, it be-
comes a nontrivial problem to identify the correct
neighbors. Therefore, for the noise reduction I have pre-
ferred the global projections method [13] to the local
(nearest neighborhoods) phase spaces method [11]-[13].

The organization of this paper is as follows. In Sec. I,
the algorithm based on divergence of nearby orbits in
phase space for detecting chaos in pseudoperiodic time
series is described. In Sec. III, the histograms of white
vertical lines in RP for enhanced high noisy pseudoperio-
dic chaotic and high noisy regular signals are given. Fi-
nally, some discussions and conclusions are given in Sec.
V.

Algorithm based on divergence of nearby orbits in
phase space

Let {Z ; },-L:1 denote a filtered (by applying the global

projections method [13] for noise reduction) time series
with L samples. The phase points can be reconstructed by
time delay embedding [4] —i.e., {Z ; }fjdﬁl)f :

(1)

where d — the embedding dimension and 7 — time delay
are chosen according to certain optimization criterion [3],
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[16] and ()T denotes the transpose of a real matrix. The

near neighborhood of the reference point Z; is defined as

N, =f, iz, -z <e1<j<L-(@-1)} @

and arranged in ascending order of Euclidean distance
between Z; and Z ; as N, = {Zjl Ly, T }, where

N is the number of neighbors and & is the neighborhood
radius. Then, only the k nearest neighbors for every Z, are

picked.

For chaotic systems, the distance between two nearby
vectors will increase exponentially over time due to the
very nature of sensitivity to initial conditions. Therefore,

the number of initially vector pairs /N, that satisfy the
condition (2), is also expected to drop with the time. Since
the distance between Z; and Z j is different, i. e. the dis-
tance of some pairs is near to 0, whereas the distance of

other pairs is near to & , for more exactly estimation of the
divergence between a nearby trajectories (in order to eva-

luate the time, when distance between Z; and Z ; exceeds
the certain threshold) it is reasonable to introduce a shell
(similar as [9]) € + A€, where & — the radius of the shell

and Ag — the width of the shell. It is sufficient to introdu-
ce an additional condition,

i—j|=(d-1), 3)

when finding pairs of vectors within shell. This means that,
after taking a time comparable to the embedding window
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(d - I)T it would be safe to assume that the initial separa-
tion has evolved to the most unstable direction of the mo-
tion [9]. Then the dynamic of amount of initial vector pa-
irs, that satisfy the condition

”zj _ZiH <e+Aeg,

(4)

for every Z; is monitored with time and the averaged de-

pendence N, (t) for all Z; (that have no less than k nei-

ghbors) versus time is calculated. The slope of this depen-
dence indicates the average velocity of reduction of vector
pairs that satisfy the condition (4), i. e approximately the

average velocity of crossing the shell of width Ag . The
larger the AN, / At , the higher the level of chaos. Intui-
tively, this indicates that the slope is actually related to the
largest Lyapunov exponent. So we can use AN, /At as

an indicator of chaos, which in analogous to [10] conditio-
nally called vector divergence rate (VDR).

To evaluate the distinguishing capability of this ap-
proach let‘s consider a high-noisy x component of the
Rossler system and a laser dataset, both contaminated with
additive white Gaussian noise and enhanced by the nonli-
near noise reduction method (global projections, [13]). The
Rossler system is given by

%z—(erz),
%:x+a-y, Q)
%:b+z(x—c);

with parameters a = 0,398, b =2 and ¢ =4, [10].
Fig. 1 a) shows a plot of /N, versus time for x com-

ponent of the Rossler system contaminated with additive
white Gaussian noise of different levels and enhanced by the

global projections method. Fig. 1 b) shows a plot of N,

versus time for regular sinusoidal signal also contaminated
with additive white Gaussian noise of different levels and
enhanced by the global projections method. The computa-
tions were done with 2000 points and d =4,7 =15,

e =0,15; Ae = 0,1 (data are normalized in range from 0

to 1). Because the data set is relative small (about 30 peri-
ods of the signal), the first 4 nearest neighbors are used for
each reference phase point. Otherwise there are not enough
appropriate neighbors for the reference phase point. In
each figure “Time” is used to denote the discrete evolution
time step.

We observe that for the clean chaotic pseudoperiodic

signal the N, (t)curves after a short transition are very

similar (only the slope is negative) to the curves for largest
Lyapunov exponents calculating [6] — there is a long near
to linear region with approximately constant slope. For the
contaminated by additive Gaussian noise with SNR up to 0
dB and filtered chaotic pseudoperiodic signals the curves



of N, versus time due to the distortion of the signal by

nonlinear noise reduction fall faster and scaling region is
not linear. But the common negative trend of the curves
remains. For a filtered noisy periodic sinusoidal signal

there are no such relations — the curves of N 4 Versus time

generally remain flat (for SNR up to 5 dB) or oscillate
around fixed value (for SNR up to 0 dB). That is, on ave-
rage the nearest neighbors should neither diverge nor con-
verge. This behavior allow us to distiguish noisy chaotic
pseudoperiodic signal from noisy regular sinusoidal signal

after noise reducing. Fig. 2 a) shows the curves of N,

versus time for another pseudoperiodic chaotic signal —
laser dataset contaminated with additive white Gaussian
noise and enhanced by the global projections method. The
computations were done with 2000 points and
d=5,7=2, € =015, Ae =0,1 (data are normalized
in range from 0 to 1). The results are similar to the Rossler
system.
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Fig. 1. Vector divergence rate for a) the noisy-free x component
of the Rossler system and after reduction of additive Gaussian
noise of different levels, b) the periodic sinusoidal signal after
reduction of additive Gaussian noise of different levels

Fig. 2 b) shows the curves of /N, versus time for the
two-torus quasiperiodic system. The corresponding time
series, Z(i), was created by a superposition of two sinu-
soids with incommensurate frequencies [6]
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z(i)zsin(Z-ﬂ-f1 -i-At)+sin(2-7t-f2 -i-At),(6)
where f; =1,732051; f, =2,236068 and the sam-

pling period was At = 0,01 s. The results are similar to
the sinusoidal signal — the curves of N, versus time gen-

erally remain flat (for noisy-free signal) or oscillate (for
SNR up to 5 dB).
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Fig. 2. Vector divergence rate for a) the noisy-free laser data set
and after reduction of additive Gaussian noise of different levels,
b) the noisy-free quasiperiodic signal and after reduction of addi-
tive Gaussian noise

Algorithm based on the recurrence properties in phase
space

Recurrence plots (RPs) were originally introduced to
visualize recurrences of trajectories of dynamical systems
in phase space [17]. Suppose we have a dynamical system

represented by the trajectory {Zi} fori=1,---,M ina

d-dimensional phase space. We then compute the binary
matrix

R, :®(g'||zi —Z; )’ Lj=Lle M, (7)

where & is a predefined threshold, @() is the Heaviside
function, and ”” is a norm defining the distance between

two points. The graphical representation of Rij , called the



“recurrence plot,” is obtained by encoding the value “one”
by a black point, (i.e., the distance between the respective
points is smaller than the predefined threshold &) and
“zero” by a white point (i.e., the distance between the res-
pective points is larger than & ).

The recurrence time — i.e., the time that the trajectory
needs to recur to the neighborhood of a previously visited
state — corresponds to a white vertical line in an RP (the
distance between diagonal lines). For a periodic motion of
period T, the states recur at fixed time intervals and, hence,
the corresponding RP consists of uninterrupted diagonal
lines separated by the distance 7. The RP of a chaotic sys-
tem shows more intricate structures with many interrupted
lines. The distance between diagonal lines is then not cons-
tant due to the multiple time scales present in the system
and the interruption of the lines is due to the exponential
divergence of nearby trajectories (more details [17], [18]).
The corresponding histograms of white vertical lines [17]
for the noisy-free x component of the Rossler system and
for noisy signal with SNR=0 after nonlinear noise reduc-
tion are plotted in Figs. 3 a) and 3 b), respectively.
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Fig. 3. The RPs histograms of the white vertical lines for the x
component of the Rossler system (series length 2000): a) noisy-
free, b) after additive Gaussian noise of SNR=0 dB reduction

The computations were done with 2000 points and
d=4,7=15, and ¢=0,4. The histograms of white
vertical lines for noisy sinusoidal signal with SNR=5 and
SNR=0 after noise reduction are plotted in Fig 4. The
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computations were done with 2000 points and

d=4,7=15,and € =0,1.

We observe that the histograms of white vertical lines
in an RP for clean and enhanced time series measured from
the x component of the Rdssler system has similar behavior
— the pseudoperiodic dynamics has several return times for
a recurrence interval. These return times are multiple to the
fundamental period of the Rossler system (about 60 discre-
te time points for this example).
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Fig. 4. The RPs histograms of the white vertical lines for the
regular sinusoidal signal: a) after additive Gaussian noise of
SNR=5 dB reduction, b) after additive Gaussian noise of SNR=0
dB reduction

Differently, the histogram of vertical white lines in an
RP for enhanced regular sinusoidal signal has single domi-
nant return time, which is equal to the period of the sinu-
soidal signal, and many return times multiple to the period
and appeared less frequently. Those non basic return times
are conditioned by distortion of the filtered sinusoidal si-
gnal and due to interruption of the lines in RP. Therefore,
the histogram of white vertical lines in an RP successfully
captures the recurrence properties and allow us to distin-
guish filtered chaotic signal from filtered regular one.

Discussion and conclusion

In this work, the distinguishing between high-noisy
chaotic pseudoperiodic time series and high-noisy periodic
or quasiperiodic time series enhanced by the global phase
space projections method is investigated. The algorithm for



detecting chaos is described, more robust for distortion of
nonlinear noise reduction than widely used Lyapunov
exponent. Similar to the Lyapunov exponent, the algorithm
is based on the divergence of the nearest neighbors, but the
averaged dynamic of amount of initial vector pairs, that
satisfy the condition of the nearest neighbors, is calculated
instead of the dynamic of distance between the vector pa-
irs. The neighborhood radius & must be chosen small with
respect to the diameter of the reconstructed attractor [6]
and the number £ of the first nearest neighbors pairs of (i,/)
should be possible large at defined &, but in other hand
enough appropriate neighbors for every reference phase
point is required. Therefore, the number £ depends also on
the length of analyzed time series. To illustrate the robust-
ness of this approach to the distortion of the filtered signal,
algorithm was applied to the Rossler time series and
experimental laser data, contaminated by additive white
Gaussian noise and enhanced by nonlinear noise reduction
method. We observe that the noisy-free chaotic motion is

characterized by a nearly to linear <N r (t )> ~ t curve. For
enhanced chaotic pseudoperiodic time series due to the
remaining distortion the curve <N k (t )> ~ t drops nearly to

exponentially and this process is irreversible. While for
enhanced periodic and quasiperiodic signals with noise,
there are no such relations — the curve shows a plateau or
vary slowly around a certain value with small trend. This
clear difference provides a direct method of distinguishing
low-dimensional chaotic signal from a periodic signal with
noise. By combining the proposed algorithm with primary
nonlinear noise reduction methods we can distinguish
between regular and chaotic signals contaminated by addi-
tive white Gaussian noise with SNR up to 0 dB.

Secondly, the numerical investigation of the recurren-
ce properties of orbits from filtered x component of the
Rossler system and filtered regular sinusoidal signal by
using a two-dimensional visualization technique — the re-
currence plot (RP) is also presented. It was founded that
the histograms of white vertical lines in an RP successfully
capture the recurrence properties of enhanced signals — the
patterns in the RPs of enhanced pseudoperiodic chaotic
and enhanced regular orbits remain qualitatively different
similarly to the noisy-free signals. The pseudoperiodic
dynamics has several return times for a recurrence interval
and enhanced regular sinusoidal signal has single dominant
return time, which is equal to the period of the sinusoidal
signal. Based on the histogram of white vertical lines for
data enhanced by nonlinear noise reduction methods one
can conclude that the motion is regular or chaotic pseudo-
periodic at relatively high level of additive white Gaussian
noise — for SNR up to 0 dB.
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The distinguishing between high-noisy chaotic pseudoperiodic time series and high-noisy periodic or quasiperiodic ti-
me series primarily enhanced by the nonlinear noise reduction methods is investigated. The different algorithm is described to



detect deterministic structure from a pseudoperiodic time series enhanced by the singular value decomposition method. The algorithm
is more robust for distortion of nonlinear noise reduction than widely used Lyapunov exponent. Similar to the Lyapunov
exponent, the algorithm is based on the divergence of the nearest neighbors, but the averaged dynamic of amount of initial
vector pairs, that satisfy the condition of the nearest neighbors, is calculated instead of the dynamic of distance between
the vector pairs. By combining with nonlinear noise reduction methods the proposed algorithm can distinguish reliable
between regular and chaotic pseudoperiodic time series, contaminated by additive white Gaussian noise with SNR up to 0
dB. Also, the difference of the recurrence properties between enhanced noisy pseudoperiodic chaotic and enhanced regular
signals is analyzed. It is concluded, that the histograms of white vertical lines of the recurrency plots (RP) allow to distin-
guish chaotic signal enhanced by nonlinear noise reduction method from enhanced regular sinusoidal signal at a signal-additive
white Gaussian noise ratio up to 0 dB. Ill 4, bibl. 18 (in English; summaries in English, Russian and Lithuanian).

K. Ilykenac. Oo0Hapy:keHHe 1eTEPMUHHCTHYECKHX CTPYKTYP B NCEBAONEPHOANYECKHX BPEMEHHBIX PSJIaX ¢ BBICOKHM YPOBHEM
IIYyMOB // DJIeKTpOHUKA M 1eKTpoTexHUuKa. — Kaynac: TexHosorus, 2008. - Ne 4(84). — C. 75-80.

Hccnenyetrcs BO3MOXKHOCTh OOHAPYKEHHUsI AETEPMUHUCTHUECKOTO Hayalla B IICEBONEPUOUIECKHX BPEMEHHBIX PAJAaX C BBICOKUM
YPOBHEM IIYMOB IpPHU HCIOJIb30BAHUM B KAa4yeCTBE MEPBUUHON (UIbTpanuy HENUHEHHBIX MeT0J0B. ONUCHIBACTCS ANTOPUTM JUIS
0oOHapyXeHHs Xaoca B IICEBIONEPHOJUISCKIX BPEMEHHBIX Psilax MOCJIe MPUMEHEHHS IIEPBUYHOH (QMIBTPAIIMN METOIOM JEKOMIO3UIINT
CHHTYJSIDHOTO 3HA4eHHS B TJI00albHOM (Da30BOM MPOCTPAHCTBE, Oojee YCTOMYMB K HCKaKCHUSIM, OOYCIIOBICHHBIM II€PBHUYHOI
HENMHEHHON (WIbTpanyel, YeM IIMpOKO IpuMeHseMmas odkcnoHeHTa JlamyHoBa. Kak m okcmonenrta JIsmyHOBa alropuTM Takxke
OCHOBAH Ha JJUBEPreHINH BEKTOPOB PEKOHCTPYHPOBAHHOTO ()a30BOTO MPOCTPAHCTB, HO BMECTO pacdeTa JUHAMHUKH PACCTOSHUS MEXKITY
BEKTOPAMH PACUMTHIBACTCS YCPEAHEHHas 3aBUCHMOCTb KOJIMYECTBA ONIKaHIIMX BEKTOPOB PEKOHCTPYHPOBAHHOTO (ha3oBOTO
MPOCTPAHCTB OT BPEMEHHM, SABIAIOMIASCA HHAWKATOPOM AETEPMHUHUCTHUECKOro Xaoca. IlokasbiBaeTcs, 4TO alrOPUTM MO3BOJSAET
JIETEKTUPOBATH Xa0C MIPU HCIIOIb30BAHNH NEPBUYHON HENMHEWHON (QHIBTPALMH ITPU OTHOIICHHH CUTHAI-0€embIi ['ayccoBblIii IIyM BhIle
0 nb. Tarke MOKa3bIBAETCS, YTO NPH HCIOJIb30BAaHUU IEPBUYHOW HENMHEWHOW (UIBTpalyu THUCTOTPaMMbl BPEMEHH BO3Bparta,
MOCTPOEHHBIE HA OCHOBAHUH JIHarpaMM IOBTOPEHHS, TO3BONISAIOT OTIANYATh XaOTHUECKYIO MPUPOY TICEBIONEPHOTMIECKNX BPEMEHHBIX
PSIIOB OT 3alIyMIICHHOT'O CHHYCOHJAIEHOTO CUTHANA IIPH OTHOIICHUH CUTHAII- Oenblii ['ayccoBbiit mrym Beimte 0 nb. Uin. 4, 6ubmn. 18 (na
QHTJIMHACKOM $sI3bIKe; pedpepaThl Ha aHTTIMHCKOM, PYCCKOM H JINTOBCKOM 513.).

K. Pukénas. Deterministiniy struktiiry detekcija didelio triuk§mingumo pseudoperiodinése laiko eilutése // Elektronika ir elekt-
rotechnika. — Kaunas: Technologija, 2008. — Nr. 4(84). — P. 75-80.

Tiriama deterministinio chaoso detekcija pseudoperiodinése laiko eilutése esant auksto lygio baltojo Gauso triuk§mo pirminei filtra-
cijai netiesiniais metodais. ApraSomas chaoso detekcijai singuliariniy reik§miy dekompozicijos globalingje fazinéje erdvéje pagrindu
filtruotuose signaluose algoritmas, atsparesnis pirminés netiesinés filtracijos sukeltiems iskraipymams, negu placiai taikoma Liapunovo
eksponenté. Kaip ir Liapunovo eksponenté, algoritmas remiasi artimiausiy rekonstruotos fazinés erdvés vektoriy trajektorijy divergenci-
ja, bet vietoj distancijos tarp vektoriy dinamikos, yra skai¢iuojama suvidurkinta artimiausiy rekonstruotos fazinés erdvés vektoriy kiekio
priklausomybés nuo laiko kreivé, kurios nuozulnumas yra deterministinio chaoso indikatorius. Algoritmas jgalina detektuoti chaosa
netiesiniais metodais filtruotose pseudoperiodinése laiko eilutése, kai pirminis signalo ir baltojo triuk§mo santykis didesnis kaip 0 dB.
Straipsnyje taip pat tiriami filtruoty pseudoperiodiniy chaotiniy laiko eilu¢iy ir filtruoty reguliariyjy laiko eiluciy pasikartojimo diagra-
my grizimo laiko histogramy skirtumai. Parodoma, kad pasikartojimo diagramy grizimo laiko histogramos igalina patikimai atskirti
filtruotas pseudoperiodines laiko eilutes nuo filtruoto sinusinio signalo, kai pirminis signalo ir baltojo triuk§mo santykis didesnis kaip 0
dB. IL. 4, bibl. 18 (angly kalba; santraukos angly, rusy ir lietuviy k.).
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