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Introduction

Analysis of an unreliable asymmetric M/M/2 network
node, which is a Markov birth and death system, may be
obtained by applying the general solution given by Bolch
G. and other authors [1, 2, 3]. Our proposed data packets
loss or blocking system node with different bit rates
channels model can be used to investigate processes of the
Poisson, Pareto, Weibull and others arrival flow of
messages or packets in the data networks. In symmetric
system the response time depends only on whether an
arrival packet finds a free channel, but in an asymmetric
system it differs because the channels transmission bit
rates are not equal and depend on which of the channels
transmits the packet [4].

In this paper we study asymmetric unreliable system
with losses by means of analytical and simulation method.
We will study an efficient way how to model such system
by means of Moore and Mealy automata [5]. In this article
we propose the data network node forwarding data packets
to channels with different bit rate each.

Our paper proposes the analytical and simulation
models of two channels asymmetric unreliable system with
packet losses and delay when the channel with larger bit
rate is occupied with probability p, and the second channel

is selected with probability (1— p). Analysis of such data

networks nodes is currently an active area of research [6].
An accurate modeling of the offered data network
traffic load is the first step in optimizing network
resources. Quality of service (QoS) in our model is
expressed in such parameters: packet losses, system
utilization parameter, channels utilization parameters.

Analytical model for asymmetric unreliable Internet
node performance evaluation

We will investigate the telecommunication network
node consisting of two unreliable service channels and
servicing Poisson data packet flow with losses (Fig. 1).
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In this section we present analytical model of data
packets transmission processes in an asymmetric unreliable
channels Internet node.

Consider the Poisson data packet arrival flow with

rate equal A, each channel data packets transmission
intensities consequently are equal g, u,. Each channel
failure rates are y,,y, and mean times to failure are
exponentially distributed. Let the repair rates for each

transmission channel equal r,7 with exponentially
distributed repair times.
node His71h
A @p:v |:‘> 1 channel
Data - p :> 2 channel
packet Ly, Y2sTs
flow distributor

Fig. 1. The main processes for network node consisting of two
unreliable transmission channels

Incoming data packet flow to the node is distributed
according to Poisson distribution with parameter 4 and the
data packet length is exponentially distributed.

The mean value of data packet transmission duration
via each channel is given by 7, =1/ 4,7, =1/ 1, In such
case the data packet transmission time in each channel is
distributed  exponentially with mean value of
time7, =1/p; , P{r, <tj=1-e"";i=12, 0<t<ow.

The intensity of data packet transmission in system is
given byu =y +u,. The system utilization is
given p = A/ u. The Markov birth-death model is used for
calculating performance characteristics of two channels

loss system. Each system state may be described by vector
of four parameters X Y Q Z , where



0 IIchannelfree,

I channel bussy, Yo 1 IIchannel bussy,
I channel free, B

1
X =
b

|1 Ichannel faulty,
" |0 I'channel operable,

_ 1 I channel faulty,
o II channel operable.

In such case our system, shown in Fig. 1, can be
mapped onto continuous time and discrete state Markov
process as shown in Fig. 2.

Fig. 2. Graph of the continuous time Markov chains for two
unreliable channels network node

Using the global balance concept we can easily write
down the following equations for the system state
probabilities evaluation:
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To solve (1) equations, we obtain the system states
probabilities Pyy,, . We now proceed to find the system

performance measures such as:
e data packet loss probability

Ploss = Puoo + P0011 . (2)
e first and second channel utilizations
{Pl = Piooo + Prioo + Proor» 3)
P2 =Fo100 + Prioo + Porros

o the first and the second channels faulty probabilities
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{})IF:P0010+P0110+P0011’ )
Py = Pooor + Proot + Foorrs
e both transmission channels faulty probability

Por =Foorr - ®)

Mainly the data packet transmission quality in such
data network node is characterized by packet loss
probability, channels utilization and channels faulty
probability.

Description of the simulation model of the unreliable
Internet node service by the convolution of Moore and
Mealy automata

Creating the simulation model for this system (Fig.
1), we will use the method of convolution of Moore and
Mealy automata [5].

The conjunction of Moore and Mealy automata will
be called the convolution of them (Fig. 3). The following
surjections

%w
fi:

define the work of this convolution.

YXW SW, f.: WX,

(6)
XxZ—>Y, g XxZ—>Z

S(3)

n
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“le

Fig. 3. The imitation model of Internet node with two unreliable
channels

A virtual service system (Fig. 3) will be created to
simulate this system. It is different from the investigated
system (Fig. 1), because it is closed and 0-th service
channel with infinite number of packets, being in 0-th
buffer, has been placed in it and two additional devices.

Its purpose is to generate the flow of packets to the
Ist and 2nd service channels. Such solution of the task lets
to interpret everything like the conjunction of the same
four Moore and Mealy automata convolutions.

Therefore we will consider that O-th channel
generates the packets, the 1st and 2nd channels execute
»the real” servicing of the packets. Infinite number of
packets waits at the 0-th channel, and the packets, served
in the Ist and 2nd channels, return to the end of the “0-th”
channel. If a packet arrived at the 1st channel finds it busy,
the packet is dropped. But in the investigated system we



have an infinite number of packets all time. Thus we create
a close service system. It unifies the creation of surjections
that describe the operation of such system.

(fl(o),l ez o) - the packets arrive to the system;
((fl(k),l eZ Ol k=12 - the packets are serving in k-th
servicing channel; (I]I(k),l eZ 01 k=12 - the work period
of k-th channels; (I]I(k),l € Zol k =3,4 - the repair period
of (k-2)-th channels.

Consider that the servicing of j-th packet in k-th
channel continuous §§k),k:1,2 time. Note that O-th
channel, generating the packets, services — generates the
packets at time moments
0 204 £0) 20 £0) L £0) | the Ist and 2nd
channels service the packets if only they can take the
packets from buffer through the times §§1) and éj(z).

Random values 5](1‘ ), k=012, j=123,... are positive, that

has been got from generation by selected probabilistic
distribution or as statistical values. Consider that, the 1st
service channel with probability p takes to serve the
packet, if both channels are free at time moment f,

(respectively, the 2nd service channel with probability
1— p takes to serve the packet). With such preconditions

we will denote the logical variables for system.
The k-th channel works on time

(r]l(k ), k= 1,2) and the (r-2)-th channel is repairing on time

periods (77,(’), r= 3,4) ,when /e N .
We need to introduce the

(k) 1) ) for creation of surjections that are

Sr(lk)’tn’ln ’vn ’}/n
(1)

used in such simulation models [5, 7]. The creation of Vv,

periods

standard variables

depends on a concrete model.
Special variables 7,,2,,5, g\, g

. for every

model are selected individually. The signals and states
Xy>YVnsWy»-2z, of Moore and Mealy automata are created
using variables Gg‘),A(,’f), F,,(k),f,,(").
20D 2888 B

variables, that can get two values 0 and 1. The inverse

The variables

are logical

variable for the logical variable 4 is A =1—A.
We will use the unitary Heaviside function

1) = 0, <0,
T, 20

for creating the logical expressions for surjections. We will
use the symbol Jnf which means the symbol + .

We will introduce variables for creation of
surjections. Put the case that ne N, k=0,1,2. Then:
o ¢, — taimer” — (f, =0, 0<# <t, <...) it defines the

time moment, when any event occurs.

. S,(,k),k =1,2 — controlling variables, defining the time
moment 7, , when the value 7, is known; S ,(lk)can be
equal:
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a) ¢ ,(f) - (0 <g () < +00) shows, when the k-th servicing

channel will finish the serve packets (including the
possible repair),
b) Inf - the k-th channel is not repairing and is free,

c) Inf + g,(,k) - the k-th channel hasn’t a packet, but it is
repairing and the repair will be finished at time moment

¢,

Other controlling variables S,(,k),k =0,3,4 can get values
sW 0.
Then the formula

t, = min(S,(,k ) ‘ k = m)::

_ min(S,S"), g g2 s0) 554))

(7
g =cW, it sY =gl or S\ =nf +5l;

Q;(zk) =Inf, if S,Sk) =1Inf; k=12, isused.
o W (W ="10)-if

time moment ¢, finished to serve the packet, and if

when

(k) = —1 then k-th channel at

n

;{,(j‘)=o, then the servicing is not finished or the
channel hasn’t worked

2=, =50 k=04, ®)
Note that 1(tn - S,(lk)):: 1(tn - g,(,k)), if
S,(lk) =Inf + g,(lk), k=12, otherwise 1(tn - S,(lk)) is

defining usually.
yW k=12 - (}¥) =1,0) - if %) =1, then at time

moment ¢, the k-th service channel works, and if

y o

=0, the the service channel is free. Thus

)

Note that (Inf+g,(,k))— Inf = g,(,k), if S,(,k) = Inf+g,(,k).
v,(,l) - (v,(ll) =0,1)—if v,(f) =1, then the packet arrives

70 =1(s® —mnf) k=12

at 1st buffer at time moment £, , and if v,(}) =0 - there
are no arriving packets

(0)

W=z (10)
e 2" _ defines the number of packets in the Ist buffer:

20 = (20, 4004 200,04 2, 0D,

X I(K +2- (251121 + v,(}) + ;(,9)7/,(11) + ;(,(,2)7,(,2)»+ (11)

+ 7\

).

+20) ~1(K+2—(z,(11_)1 w4 00,0
(3)

./ - anumber of no served packets in system:

z

3
Zl(l) =Zpa

w700k +3). (12)

n

#1(0, 0 1 0,0



In this case are needed such special variables:

B A | 03)
-if y, =1, then the only one packet is in system;

A =1lp-a, ) (14)
- if ﬂ,go) =1, then an event occurred in system with

probability p, 0< p <1 (here ¢; - a random values even
distributed in interval (O, 1]);

B =1-pL); (15)

- if En(o):l, then an event occurred in system with
probability 1-p, 0<1-p<1;

By =y + 2050y ke =k, + B; (16)

- if B, =1, then at time moment 7, the only one packet,

that has arrived at time moment £, , is in system, or the

packet didn’t arrive, but both channels finished serve and
the one packet stayed in system;

BV =p98,; (17)

-if ,H,Sl) =1 and g, =1, then at time moment £, the only

one packet is in system and it will be served in Ist
channel;

B = BB, (18)
-if ,B,gz) =1 and S, =1, then at time moment £, the only
one packet is in system and it will be served in 2nd
channel.

Now we can create the formulas for the surjections
fr>11.8:,8, . The variables, defining the service regime,

will be expressed so:

0\ =0, (19)
0¥ = g+ (70 -y W)W _2) k=12, (20
A9 =0, 1)

A = g0 _Af1=z0) 4014 ,0)50)

A= z0) 0 0 (k=10=2) (k=2,1=1), 22)

r®=1-eW_A® kr=0,1,2, (23)
w0 k-0 &

We will describe two vectors T, n() and éf,k) for

creating  the  controlling  sums S ,(l’jr)l . Then
500 (710,600),
70 =l + & mrisP) k=02, )

) (@)(k) A,

n n o n

r®), k=0,1,2. (26)

The work of repairing channel corrects the work of
system. The repair in k-th (kK =1,2) channel begins when

m,(,k)Jrl
L) ::1+(—1) 1

{ > and finishes when
i)

frfk) - 1+(—21) =1. Lets a,(,k) :%(m(/{) + 1) o)

and &%) Z%m(k) 7 k=12.

The description of the work and repair of channels

S, =0, +nfh 0 e 20},

when (k=1,/=3) and (k=2,1=4).
Let the sum @ defines as follows:

skl @ ni’;k) =S + ni’;k) i SH) <40,

sW @ 77( =Inf + 77 Jif SW) = Inf,(28)
when (k=1,/=3) and (k=2,1= 4). Lets:

ol =.[ ), (29)

A =704 0) 710, (30)

r)=1-0" - A0, 31)
Then S ( +)1 , k =1,2 are correcting so:
st el (st @n) |« a-mr-sf o2
m) =m0, (33)

when (k=1,/=3) and (k=2,1=4).
The surjections will be defined using the recursion
formulas in such order f,, f;,g;.8, -

filw,)=x,, (34)
%, =l 20 2P 2 )y X, € X 35)
[l z,00)= 0 (36)

Vo =l 70y ®:20 20)), g ey, 37)
gl(xn’zn—l)zzn s Zp = (Zﬁll)’znﬂ)’ Zy €z H (38)

Wyt s W, = (S,(,O),...,S,(f)), w, €W . (39)

g (W, v,)=

Consider that the initial states of the automata system are:

=0, 20 =0, (0 :0)=z, (40)

(&9, 1nf, 1,0, 7)) = wi, (a1)

ml) =1, mP) =1, jW =1k=012,n=1. (42)



During simulation the variable » can get values n=1, N .

The calculation program can be created from the
relationships  (7-33, 40-42), executing the special
reconstructions, that the calculation procedures would be
faster and realized with smallest errors.

Note that:

a) if K is changed into /nf , we will have infinite

Ist buffer against the 1st and 2nd channels. Then
I(Inf —(z,(}L + vf,l) + ;(,(,l)y,gl) + ;(,(12)7,(72)))5 1 and

(1,0, ), 2)

20 =2 o ) 4 D

(43)

b) If p =1, then we will have a service system when
1st channel will have priority against 2nd channel [7].

For calculation of system characteristics (probabilities of
data packet loss, mean values of queue length, mean values
of data packet delay in the buffer and others) we use the
values (n t.,z ), n=0,12,.., they are calculated by

formulas (1-6) of analytical model too, when we have the
estimates of probabilities. The estimate of probability, that

in system will be k& packets, is calculated by
T, . L
formula p, =?k , when T} is a time interval when &

packets are in system (i.e. Mealy automaton was in the

state z0) = K ), T - the duration of system work, i.e.
Iy+0h+...=T.

Case study

The corresponding numerical results we have
obtained applying our proposed methods of data packets
transmission in an unreliable data network node which
architecture is shown in Fig. 1.

It is possible to evaluate how a different probability p
for selecting a free channel in system affects transmission
performance measures (Fig.4). Data packet loss
probability as a function of data packet arrival rate A and
probability p, as a function of channel failure rates

¥, = ¥, have shown in Fig. 4, 5.

Packet
losses
0,45

0,4
0,35
0,3
0,25
0,2 1
0,15
0,1
0,05 -
O ,

O p=1
| p=05

0,5 1 2,5 3

liambda

Fig. 4. Packet loss probability as a function of 4 and p for the

same channels repair and failure rates: y; =y, =0.0000115
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(corresponds live time 24 hours); 7 =r,=0.0016 (corresponds

repair duration 10 minutes); £, =2, t,=1

Packet
loss
0,35

0,3
0,25 -

0,2

0,15 +—
0,1

0,05 +—

0

0,0045 0,009 0,018

gamal=gama2

Fig. 5. Packet loss probability as a function of channels failure
rates: y; =y, for A=15; r =r,=0.0016; p= 0.5; u,=2;

Hy=1

An analytical model was created using only a Poisson
distribution (Fig. 4, 5), whereas a simulation model enables
to model the various data flows and to model their
servicing strategy selecting the wanted probabilistic
distribution (for example Pareto, Lognormal, Weibull,
Uniform, and others) (Fig. 6).

P1,P2 oPl

mP2| |
= =

Data packet losses
0,09
0,08 -
0,07 4
0,06 -
0,05
0,04 4
0,03
0,02 4
0,01 4 r
0

Pareto Weibull

Determined Exponential

Fig. 6. Packet loss probability, when packet arrival times are
distributed by various distributions, when the system intensity
q=0.64-+-0.68, the data transmitting times in channels are

exponential with =2, u,=1, the repairing parameters

MQ:E@:@;lJ;K:7
Conclusions

The system analytical models are accurate only in
case of Poisson traffic and exponential data packet
transmission time. An exact analytical model becomes
complicated when the system has a buffer and size of
buffer is large. More general study of system performance
measures may be achieved via simulation.

Different strategies used in data network nodes for
data packets transmission require new analytical and
simulation models for estimating such network
performance measures.

A closed simulating system was created to simulate



the telecommunication system. Such solution of the task
has let to unify the creation of surjections that define the
system working.

The data packet flows in telecommunication systems
are not only exponential; therefore it’s not enough to have
only an analytical system model. So the proposed new
simulation method — the convolution of Moore and Mealy
automata — enables us to simulate various flows for
systems.

The simulation results showed that using the various
distributions for input flows (when the parameters of
distributions for input data flow and packet servicing had
taken the same) the numerical characteristics are different.
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In this article we propose an analysis of the Internet network node, which is using for transmission two unreliable channels with
different bit transmission rates. For system with data packet losses the inter arrival time of data packets flow and the transmission times
of each channel are exponentially distributed. Heterogeneous transmission channels often occur in the data network when channels are
working in parallel. Research is in progress to develop the analytical and simulation models for such data packets transmission system
with unreliable channels. Using our proposed analytical model we can easily evaluate asymmetric unreliable data node with packet
losses some performance measures. The simulation model was created using the convolution of Moore and Mealy automata. Proposed
simulation model is more common than analytical model, because the inter arrival time of data packets and the transmission times of
channels can be distributed by various probabilistic distributions. Moreover the analytical system model was applied only for unreliable
network node with data packet losses without queuing, whereas the fixed queues are presented in simulation model. Some performance
measures results taken by means of analytical and simulation models are presented in figures. 1ll. 6, bibl. 8 (in English; summaries in
English, Russian and Lithuanian).

A. KBuponene, 3. HaBuukac, P. Punasasuuioc. McciieoBaHue HeHAe:KHOIO y3Jia Mepeladyd JaHHBIX B CeTH MHTepHeTa //
DJIeKTPOHHUKA U dj1ekTpoTexHuka. — Kaynac: Texnonorus, 2007. — Ne 6 (78). — P. 51 — 56.

[Ipemnokena aHamUTHYECKash MOJIENb HCCIEIOBAHWS IIPOM3BOMUTENIFHOCTH Yy3JIa HHTEPHETA IS Iepeladd JaHHBIX, KOrJa
UCTION3YIOTCS 1Ba HEHAJIEKHBIX KaHajla C pa3IM4HOI CKOPOCThIO Mepeayn. JIJist CHCTEMBI C MOTEPSIMH BPEMsI MEXKy TOTOKaMH JaHHBIX
BO BXOJIIEM IMOTOKE M BpeMs Mepefadyu Mo KakAOMY M3 KaHAJIOB 3KCIOHEHTHO pacmpejencHo. KaHambl ¢ pa3saMyHON CKOPOCTBIO
nepesady JaHHBIX MIPU UX NapauIebHOM paboTe 09eHb JacTO MCIONMB3YIOTCS B y3/1ax Mepenadn AaHHbIX. [Ipy ncciaenoBaHuy CHCTEMBI
CO37IaHBI HE TOJBKO aHAINTUYECKas, HO M MMHUTAIMOHHAS MOJAENH IJISI aHAIM3a CUCTEM Iepenadn AaHHBIX. Ha ocHOBe aHannTH4ecKoit
Mozenu OBUTM OLIEHEHBI ITapaMeTphl Nepeiadl aCHMMETPHIECKO HEeHAIEeKHOH cucTeMsbl ¢ moTtepssmMu. Ha ocHoBe aBTOMaToB Muis u
Mypa co3raHa IMHTaIMOHHAs MOJENb UL aHAIN3a HEHAJe)KHOW CeTH ¢ oXuaaHueM. [IperoxkeHa UMUTAIIMOHHAS MOJCIb SBISIETCS
Gosiee oOIIell, YeM aHAIMTHYECKas, TaK KaK B MEPBOI MOJENH BPEMEHHBIC IPOMEXYTKH IOCTYIUICHHS 3asBOK M UX OOCIYKHBaHUS
MOryT OBITH pacmpeneseHsl Mo JI000My BEpOSITHOCTHOMY 3akoHy. Kpome TOro, B MMHTallMOHHON MOJENHN TaKXe pacCMaTPHBAIOTCS
ouepeu 3asBOK. HekoTopsle pe3ysbTaThl HCCIIEAOBAHHs CUCTEMBI MIPEACTaBIeHbI B rpadukax. Mn. 6, 6u6in. 8 (Ha aHrIHIICKOM sI3bIKE;
pedepathl Ha aHTTIMHACKOM, PYCCKOM H JINTOBCKOM S13.).

A. Zvironiené, Z. Navickas, R. Rindzevi¢ius. Nepatikimo interneto tinklo mazgo veikimo analizé // Elektronika ir
elektrotechnika. — Kaunas: Technologija, 2007. — Nr. 6 (78). — P. 51 — 56.

Pasitilytas interneto tinklo mazgo (sistemos su duomeny pakety nuostoliais) analizinis modelis, kai naudojami du nepatikimi
skirtingos perdavimo spartos kanalai. Kanaluose laikotarpiai tarp pakety atéjimo bei perdavimo trukmés yra pasiskirstg pagal
eksponentinj désnj. Tinkluose labai daznai naudojami lygiagreciai skirtinga sparta veikiantys duomeny perdavimo kanalai. Tyrimo metu
sudarytas ne tik analizinis, bet ir imitacinis modeliai, skirti tirti perdavimo sistemoms, naudojan¢ioms nepatikimus duomeny perdavimo
kanalus. Remiantis analiziniu modeliu yra jvertinami asimetriniy nepatikimy kanaly mazgo perdavimo parametrai. Imitaciniam modeliui
sudaryti buvo panaudoti Milio ir Muro automaty dariniai. Pasiiilytas imitacinis modelis yra bendresnis nei analizinis, nes laikotarpiai
tarp paraiSky atéjimo bei aptarnavimo trukmés gali buti pasiskirstg pagal jvairius tikimybinius skirstinius. Be to, analizinis modelis
panaudotas tik sistemai su duomeny pakety nuostoliais, o imitaciniame modelyje pateiktos ir fiksuoto ilgio eilés. Kai kurie modeliy
rezultatai pateikti grafikuose. Il. 6, bibl. 8 (angly kalba; santraukos lietuviy, angly ir rusy k.).
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