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Introduction 
 
 The predictability of network traffic is of significant 
interest in many domains, including adaptive applications 
[1], congestion control [2], admission control [3], wireless 
and network management [4]. An accurate traffic 
prediction model should have the ability to capture the 
prominent traffic characteristics, e.g. short and long 
dependence, self similarity in large-time scale and 
multifractal in small-time scale. For these reasons time 
series models are introduced in network traffic simulation 
and prediction.  
 Accurate traffic prediction may be used to optimally 
smooth delay sensitive traffic [5] or dynamically allocate 
bandwidth to traffic streams [6]. 
 The problem of traffic prediction is a standard time 
series prediction task, the goal of which is to approximate 
the function that relates the future values of a variable of 
the previous observations of that variable. The estimation 
value is given by: 
 

e(n)p))x(n2),...,x(n1),F(x(n(n)x̂ +−−−= . (1) 
 

Neural networks offer interesting alternative solutions 
to many problems in communications. Useful applications 
have been designed, built and commercialized and much 
research continues in hopes of extending current success. 
 
Self- similarity 
 

For a self similar time series: 
 

{X}={X1, X2, …, Xk}. (2) 
 

The m-aggregate {Xk
(m)} with its k-th term: 
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The Hurst parameter H in (2) is in the range 0.5<H<1  

and it characterizes the process in terms of the degree of 
self-similarity and long time dependence. The degree of 
self-similarity and long-range dependence increases as 
H→1. In our experiments self-similarity will be estimated 

by the use of variance-time plot method. This is one of the 
easiest methods how to estimate Hurst’s coefficient. In the 
process the variance of aggregate the self-similar process is 
defined:                     

VAR(X(m))= VAR(X)/mβ. (4) 
 

In the (4) β is calculated from the equation: 
 

       H=1-β/2.                                      (5) 
 

The (4) can be rewritten is the following form: 
 

         log{ VAR (X(m))}~log{ VAR(X) }- β log {m}.       (6) 
 

If VAR(X) and m are plotted on a log-log graph then 
by fitting a least square line through the resulting points we 
can obtain a straight line with the slope of  – β [7,8,9,10]. 

 
Neural networks 
 
 Many authors have applied many different neural 
network (NN) architectures and algorithms to explore 
traffic modeling task [9,11,12]. The neural network models 
most widely used in time series prediction problems are 
based in feedforward NN with backpropagation learning 
algorithm. Those models can be used as one-step as multi-
step prediction. They consist of approximating the function 
F by a multilayer feedforward neural network. Introducing 
the vector (x(k),…mx(k-d)) as the k-th network input 
pattern, the one step predicted value by the neural network 
model can be written as follows: 

 

W1)d),(k(x(k),...xF~1)(kx~ −=− . (7)
 

where W1 is the parameter set of the neural network model, 
which is obtained using the backpropagation algorithm. 
The update of the parameter set is based on the local error 
between the measured and predicted values: 
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Poisson Process  

 
Poisson Process (PP) is one of the most important 

models in queuing theory.  
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PP is characterized by a rate parameter λ, also known 
as intensity. Intensity characterizes the number of events in 
time interval (t,t+τ). The relation is given as 
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where X(t+τ)-X(t) describes the number of events in time 
interval (t,t+τ). 

 
Proposed models 

 
     In our research we have adopted a three layer 
feedforward neural network (FFNN) which consists of an 
input layer, an output layer and a hidden layer. Each of 
these layers consists of one or more neurons (processing 
units) – during the simulation process we modulate 
different number of neurons in each layer. Fig.1 shows an 
example of three-layer FFNN with four neurons in the 
input layer, three neurons in the hidden layer and one 
neuron in the output layer. The layers of our FFNN 
predictor is feedforward connected with sigmoid or units in 
the input and output layers. 

 

  
Fig. 1. A three-layer FFNN (4,3,1) 
 

 In the prediction process we do the following steps: 
Firstly, we construct a NN by learning equations - NN has 
been initialized (this property defines the function used to 
initialize the network’s weight matrices and bias vectors). 

Once the network weights and biases have been 
initialized, the network is ready for training. The training 
process requires a set of examples of proper network 
behavior - network inputs p and target outputs t. During 
training the weights and biases of the network are 
iteratively adjusted to minimize the network performance 
function. The training and simulation accuracy is being 
determined by three types of error: mean squared error 
(MSE), generalized MSE (MSEREG) and the sum of 
squared error performance function (SSE) 
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It is possible to improve generalization if we modify 
the performance function by adding a term consists of the 
mean of the squares of the network weights and biases: 
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where γ is the performance ratio and 
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Using the performance function will cause the 
network to have smaller weights and biases. This will force 
the network response to be smoother and less likely to over 
fit. 

For description for the sum of squared differences 
between the network targets and actual outputs for a given 
input vector or set of vectors we use the sum squared error 
performance function (SSE). 

Secondly, we predict the future values of given traffic 
data. The forecasting is evaluated based on the constructed 
network.  We use two choices for adopting prediction data. 
One is used last observed data just before the forecasting. 
The conception is called as “one step ahead prediction” or 
“short-range prediction”. Moreover, the quantity is not 
gotten by the last data, but information from rather past 
data. The other is used output data calculated only by the 
neural network. The conception is called as “long- range 
prediction”.  
 
Review of studied cases (results) 
 

Our research is emphasized to self- similar traffic 
prediction using neural networks. Traffic data is taken 
from website http://freestats.com/ , collected for one year. 
Another data trace is collected using website access 
statistics of local area network users using access to the 
site www.fotoblog.lv. As the third type of traffic data we 
analyze simulated PP depending on the parameter λ. In our 
experiments we analyze traffic sources as follows: 

 
Table 1. Summary of the traffic data used in the study 

Name Observations Step 
Freestats statistics 8760 1 hour 
Fotoblog statistics 172800 1 sec 

Poisson process with λ=11,9 (PP1) 8760 1 sec 
Poisson process  with λ=4,35 (PP2) 8760 1 sec 
Poisson process  with λ=3,5 (PP3) 8760 1 sec 
Poisson process with λ=2 (PP4) 8760 1 sec 
Poisson process with λ=1 (PP5) 8760 1 sec 

Poisson process with λ=11,9 (PP6) 172800 1 sec 
Poisson process  with λ=4,35 (PP7) 172800 1 sec 
Poisson process  with λ=3,5 (PP8) 172800 1 sec 
Poisson process with λ=2 (PP9) 172800 1 sec 

Poisson process with λ=1 (PP10) 172800 1 sec 
 
For statistical analyses and neural network testing we 

use program package “MATLAB 6.5”. 
 The main points of interest of our research are: 

1. Traffic predictability. 
2. The accuracy of the predicted traffic. 
3. The maximum prediction interval for a prediction 

error minimum (how far in the future network 
traffic can be predicted with confidence). 

For these reasons, firstly, we have deeply studied the 
character of the statistical material (traffic data).  
Accordingly to that we have calculated and proved that 
traffic data is self-similar.  

Secondly, we have estimated the simulation and 
training error for different prediction models using neural 
network models (we use MSE, MSEREG and SSE).  

Thirdly, we have tested and estimated the prediction 
interval. Using different step prediction we have verified 
the prediction accuracy.  
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Analyzing the self similarity of these traces we have 
calculated the Hurst parameter. The results are shown 
below in the Fig.2.  
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Fig. 2. The Hurst parameter estimation with the variance-time 
plot 
 

The variance-time curve (Fig. 2) shows an asymptotic 
slope that is easily estimated to be about –0.50 for 
Freestats trace, –0.27 for Fotoblog trace and –0,81 for PP2, 
resulting in a practically identical estimate of the Hurst 
parameter H of about 0.75 for Freestats trace, 0.865 for 
Fotoblog trace and 0.60 for PP2. 

The results of Hurst parameter estimation for the PP 
with different λ is presented in Table 2.  

 
Table 2. The Hurst parameter estimation with the variance-time 
plot. 

 
 

We must exclude the PP6, PP7, PP9 and PP10 from 
our experiments because the Hurst parameter of these 
traces is out of the range 0.5<H<1. 

For future value prediction modeling we used FFNN. 
For this reason, firstly, we estimated the simulation error 
for NN models using different traffic data. Some results 
are shown in Table 3. 

 
Table 3. The simulation and training errors 

Simulation and training error Traffic data MSE MSEREG SSE 
Freestats statistics 2,18e-31 0,03 2,00e-27 
Fotoblog statistics 3,80e-32 0,06 8,60e-27 

PP1 1,09e-35 0,21 1,38e-32 
PP2 1,20e-35 0,2 4,22e-31 
PP4 1,08e-29 0,21 0 

 

The results in Table 3 show that the MSE and SSE 
give the smallest value. The NN simulation and training 

time depends on what kind of error network performs. For 
this reasons for future experiments we choose only MSE.  

The prediction accuracy according to the NN model is 
as follows in Table 4 - Table 6 according to the K-step 
ahead prediction: 

 
Table 4. The prediction error of PP4 depending on different 
parameters 

Prediction error (MSE) Simulation steps K=1 K=10 K=25 K=100 
30 2.00 1.89 1.85 1.36 
300 2.01 1.90 1.79 1.41 
1000 2.03 1.93 1.81 1.23 
10 000 2.03 1.98 1.91 1.29 

 
 
Table 5. The prediction error of Freestats trace depending on 
different parameters. 

Prediction error (MSE) Simulation steps K=1 K=10 K=25 K=100 
30 5566 5524 5075 5230 
300 5103 5385 5408 5316 
1000 5120 5096 5420 5320 
10 000 5100 5480 5042 5303 

 
Table 6. Summary of the best prediction results 

Traffic 
data MSE Input 

neurons 
Hidden 
neurons 

Simulation 
steps 

Time of 
training 

Freestats 5096 10 10 10000 20min 
Fotoblog 16.02 10 1 30 2h 
PP4 1.39 10 100 30 1h 
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Fig. 3. The prediction results of Freestats trace 
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Fig. 4. The prediction results of PP4 trace 

Data H 
PP1 0.57 
PP2 0.60 
PP3 0.54 
PP4 0.56 
PP5 0.52 
PP6 0.50 
PP7 0.45 
PP8 0.50 
PP9 0.45 
PP10 0.50 
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For illustrative view we have shown the prediction 
results in Fig. 3–4. In the prediction process we have used 
all observations, but for better illustrative view we have 
shown the last 10 observations and 10-15 future predicted 
values.  
 
Conclusions 
 

This paper investigates the predictability of network 
traffic in order to explore the potentials of multi step traffic 
prediction for network capacity purposes. 

Our analysis is based on the PP model and real traffic 
models (Freestats and Fotoblog) for their theoretically 
available optimal predictors. 

Different traffic statistics play different roles in 
predictability. Moreover, numerical studies of real traffic 
traces verify the prediction of real network traffic is not so 
easy and almost impossible when we speak about long- 
range prediction. Contrary, the simulated statistics 
(Poisson Process) gives the average prediction error from 
1.3- 2%. 
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