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Introduction

The volume of unsolicited commercial e-mail
messages (also called as junk e-mail or spam) transmitted
by the Internet has reached epidemic proportions
nowadays.

According to MessageLabs statistics [1], there was
only 8% of spam of network e-mail traffic in 2001,
however it reaches 70% in 2005 and increases
exponentially showing high insecurity of internet
technologies. An information security incidents met by
Lithuanian Internet users are frequent phenomenon too
according to the questioning made in portal www.delfi.It.
Even 78% of Internet service users reported had problems
with computer virus. The 63% reported coming across
spam messages [2]. The computer virus and spam
phenomena are the largest disasters of communications
industry giving huge annual loss in profit. They also have
big potential to penetrate in mobile GSM and UMTS
networks. In the late of 2005 started mobile virus era.
There have been registered already 15 different type
viruses exploiting mobile operating system vulnerabilities
in 2005, not including variations of them.

Computer viruses and spaming are closely related.
Viruses are developed and used as a tool for collecting as
many as possible e-mail addresses, which are later used as
correspondence recipients, or even for more evil task. In
this way, infected workstations are used as mail proxy
servers for spam distribution.

The spam messages raise a lot of problems for
internet service providers and users also. Firstly, junk
email occupies server storage space and consumes
network bandwidth, for second, users are pushed to waste
non-trivial amount of time for identifying and removing
spam from own computers.

The best solution for avoiding such discomfort would
be to develop and refine automatic classifies that can
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distinguish legitimate e-mail from spam accurately and
efficiently.

Spam recognition techniques

For that challenge of technology, many commercial
and open-source products exist to accommodate the
growing need for spam classifiers, and a variety of
techniques have been developed and applied toward the
problem, both at the network and user levels.

The simplest and most common approaches are to use
filters that screen messages based upon the presence of
common words or phrases common to junk e-mail.

Other simplistic approaches include blacklisting
(automatic rejection of messages received from the
addresses of known spammers) and whitelisting
(automatic acceptance of message received from known
and trusted correspondents).

In practice, effective spam filtering uses a
combination of these three techniques. The primary flaw
of the first two approaches is that they rely on spammers
by assuming that they will not change their identities or
alter the style and vocabulary of their sales pitches.
Whitelisting risks the possibility that the recipient will
miss legitimate e-mail from a known or expected
correspondent with a heretofore-unknown address, such as
correspondence from a long-lost friend.

A variety of text classifiers have been investigated
that categorize documents topically or thematically,
including probabilistic, decision tree, rule-based, example-
based, linear discriminant analysis, regression, support
vector machine, and neural network approaches.

However, the problem still exists and there are two
main reasons of it. First, the effectiveness of any given
anti-spam technique can be seriously compromised by the
public revelation of the technique since spammers are
aggressive and adaptable. Second, recent variations of



Naive Bayesian classifiers have demonstrated high
degrees of success. In general, these classifiers identify
attributes (usually keywords or phrases common to spam)
that are assigned probabilities by the classifier [3,4,5].

Dataset analysis

For making up the data set, the first step was to
classify manually corpus of 2788 legitimate and 1812
spam emails received over a period of several months. The
next step was primary text analysis of spam emails using
MS Word text analysis tools. It enabled to find out what
kind of spam exploits and techniques are most frequently
used by spamers to overcome existing text classifiers [7].

Table 1. The Spam exploit techniques.

Exploit Spam Description

Word 20%
Obscuring

Misspelling words, putting words into
images, etc

Random strings of characters, random

Text Chaff | 56% .
series of words, or unrelated sentences.

glls(r)zcifgr 10% | Phar&#109;acy renders into Pharmacy.

URL Epgoding a URL in he{(adecimal,.

Obscuring 17% | hiding the true URL with an @ sign,
etc.

Domain Using an invalid or fake domain in the

Spoofing 50% | from line.

The techniques used by spammers to overcome text
classifiers are listed in Table 1. It shows that the most
popular technique to confuse text classifier is Text
Chaffing. It makes random strings of characters, series of
words or unrelated sentences.

On that ground, Spam e-mail dataset was created
using variety of text attributes consisting most common
words and characters for spam emails.

The word appearance frequency in the email body
text is expressed as percentage of words in the e-mail that
match the WORD, from the total number of words in e-
mail Equation. 1.

n
WORD ;,, =100-~29%2 [os] (1)
words
Where:
nworp — 1s number of times the WORD appears in the
email.
Nyoras — 18 total number of any words in email.

The appearances of most common ASCII characters
in the text is expressed as percentage of characters in the
e-mail that match CHAR, from the total number of
characters in e-mail Equation 2.

n
CHAR ;,,, =100-—CH#R o] )

char
where
ncuar — 18 number of CHAR occurrences in the email.
N,jar — 1s total number of characters in email.

In that manner collected 4602 exams, consisting of 57
attributes as input parameters and one attribute as output
parameter, acquiring values (1,0), ie. spam or

legitimate email.
Artificial neural net for spam message classification

We applied a neural network (NN) approach to the
classification of spam in this paper. The method employs
attributes comprised from descriptive characteristics of the
evasive patterns that spammers employ rather than the
context or frequency of keywords in the messages. We
will find out which ANN configuration will have the best
performance and least error to desired output.

As the mathematical modeling platform we were
using NeuroDimensios graphical neural network
development tool NeuroSolutions. According to Neural
Network theory, for static pattern classification the best
performance shows the layered feedforward networks,
called Multilayer Perceptrons (MLPs), typically trained
with static backpropagation. Their main advantage is that
they are easy to use, and that they can approximate any
input/output map. The key disadvantages are that they
train slowly, and require lots of training data.

ANN configuration and training

We had built different complexity MLP nets, to find
out the most efficient structure, starting from simplest one
— with 27 input nodes (giving 27 word and character
attributes) , ending — with structure having 57 input nodes,
and with different complexity of hidden layer for each
case as also [7].

The generated data set was randomly split into three
mixed groups: a training set (n=3220), a cross validation
set (n=690), and a test set (n=690). For MLP training used
training exams and for cross validation used cross
validation exams.

For current modeling is used a log-sigmoid learning
function keeping the ANN output to a continuous range
between zero and one. It is more convenient as the dataset
flags a spam email as being one and a non spam email as
zero (values outside this range are unwanted).

The actual values of the mean squared error (MSE)
using training and cross validation data set of the different
structures MLP nets are showed in the following figures,
and best training results of actual net structure are given in
following tables.
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Fig. 1. MSE of training data set relation to epoch number of
ANN having structure 27-20-1 (27 inputs, 20 nodes in
hidden layer and 1 output node).



Table 2. Best networks 27-20-1 training results.

Best Networks Training Cross Validation
Epoch # 498 495
Minimum MSE | 0,170491369 0,202818488
Final MSE 0,170892393 0,203013452
MSE versus Epoch
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the basis for most of the analysis, optimizing the use of
ANN.

The relative success of spam filtering techniques is
determined by measuring of precision on the testing data
sets. Spam precision is defined as the percentage of
messages classified as spam that actually are spam.
Likewise, legitimate precision is the percentage of
messages classified as legitimate that are indeed legitimate
and false parameters as also.

The recognition capability of the ANN as precision
parameter is described by confusion matrix, giving the
most actual parameters: False positive — Legitimate
message classified as Spam and False negative — Spam
classified as Legitimate e-mail.

In following tables presented testing results of each
ANN structure.

Table 5. 27-20-1 ANN’s structure Confusion Matrix and

performance
Fig. 2. MSE of training data set relation to epoch number of Output / Desired | Legitimate | Spam | Legitimate |  Spam
ANN having structure 41-10-1. As legitimate 387 46 89,17% [ 17,97 %
As Spam 47 210 10,83 % | 82,03 %
Table 3. Best networks 41-10-1 training results. Performance
Best Networks Training Cross Validation MSE | 0,1046
Epoch # 484 491
Minimum MSE | 0,128083285 0,12947799 Table 6. 41-10-1 ANN’s structure Confusion Matrix and
Final MSE 0,130594041 0,130826076 performance
Output / Desired | Legitimate | Spam | Legitimate | Spam
MSE versus Epoch As legitimate 399 36 94,55 % 13,43 %
As Spam 23 232 5,45 % 86,57 %
08 Performance
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Fig. 3. MSE of training data set relation to epoch number of
ANN having structure 57-20-1.

Table 4. Best networks 57-20-1 training results

Best Networks Training Cross Validation
Epoch # 496 498
Minimum MSE | 0,097554186 0,128668806
Final MSE 0,098899114 0,129372457

From given tables it is obvious that after 500 training
epoch the best result gives net, having structure 57-20-1
responding minimum MSE=0,098 and best cross
validation data MSE value too.

Testing ANN

The trained ANNs during the testing stage is
presented with the testing set (n=690), the dataset, which
the ANN has not yet “seen” before. So the testing stage
will show how many of the emails are correctly identified.
This is done by comparing the actual result of the ANN to
the target result contained in the testing set. This will be
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Table 7. 57-20-1 ANN’s structure Confusion Matrix and

performance
Output / Desired | Legitimate | Spam | Legitimate | Spam
As legitimate 403 25 94,82 % 9,43 %
As Spam 22 240 5,18 % 90,57 %
Performance

MSE | 0,0597

Comparing the results of confusion matrixes, we can
consider that ANN which was trained using 57 email
parameters, produced the lowest number of
misclassifications, giving the lowest False positive = 5,18
% and False negative = 9,43 % values, for a total of
22+25 misclassified emails.

Conclusions

The recognition capability of the ANN is found to be
good, but because of a low but nonzero false spam
recognition rate (real messages erroneously classified as
spam) the ANN is not suitable for use alone as a spam
rejection tool. In fact any nonzero false positive spam
detection rate is unacceptable, since the rejected email
could be important message for recipient.

False identification of legitimate email is worse than
receiving spam message, so the filter that yields false
positive is not suitable. However there is no sense to
increase the text parameters number, because the
difference of classification precision considering false



positive value between 41 and 57 input nets is minimal.

The ANN, unlike the statistical classifier, is possible
to train with additional input parameters related not only
to text, but implementing pattern recognition also,
especially when most today’s spam messages are not even
included with unsolicited text which allows quickly
recognize spam using ANN identifying keywords, but
uses graphical media as attachment to normal text e-mail.

Strategies that apply a combination of techniques,
such as a NN with a whitelist, pattern recognition would
yield better results.
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The volume of unsolicited commercial e-mail messages transmitted by the Internet has reached epidemic proportions nowadays. As
a computer viruses spam is changing all time. Spam gets not only new forms every day but new exploit techniques also. The recognition
capability of the ANN is found to be good, but because of low but nonzero false spam recognition the ANN is not suitable for use alone
as a spam rejection tool. In fact, false identification of legitimate email is worse than receiving spam message, so the filter that yields
false positive is not suitable. From other hand there is no sense to increase the text parameters number, because the difference of
classification precision considering false positive value between 41 and 57 input nets is minimal. The ANN, unlike the statistical
classifier, is possible to train with additional input parameters related not only to text, but implementing pattern recognition also,
especially when most today’s spam messages are not even included with unsolicited text which allows quickly recognize spam using
ANN identifying keywords, but uses graphical media as attachment to normal text e-mail. Ill. 3, bibl. 9 (in English; summaries in
English, Russian and Lithuanian).

. Hynunmxkuc, P. Jlaypyruc, P. Jlupmeiikuc. Heiiponnbie ceTn st QUILTPALMM cIaMa B 3JIEKTPOHHOMH mouTe // DJIeKTPOHMKA
u dj1ekTpoTrexnuka. — Kaynac: Texnosorus, 2006. — Ne 5(69). — C. 73-76.

Jons ciaMa B 3JI€KTPOHHOI II0YTEe HEYKIOHHO PACTeT M, II0 OLICHKaM 3KCIICPTOB, YKe JOCTHITIA SMHIEMUYEcKHil ypoBeHb. Kak n
BUPYCHI, criaM Bc€ Bpems MeHsiercs. He TOJBbKO MOSBISIOTCS BCE HOBBIE M HOBBIE IHMCbMa, HO U MOCTOSHHO PACIIMPSETCS] apceHal
HPHEMOB, MCIIOIb3yEeMbIX cramepamu Juisi ooxona ¢GuibTpos. Bo BpeMs MoJenupoBaHUs BBISICHEHO, YTO HEHPOHHAs CeTh CHOCOOHA ¢
OIpEJIeNICHHON YeTKOCTbIO HACHTH(HULHMPOBATH CIIAM IHCbMA, MOITOMY HEHPOHHAs CeTb JIOJDKHA MCIIOJIb30BAaThCS B COUETAHHM C
JPYT'UMH TEXHOJIOTHSMH, Pa3pellalolMH ITOBBICUTh TOUHOCTb (GuiibTpa. HeBepHOE pacrno3HaBaHHe HOPMAIBHOIO MHChMa MPUUMCISS
ero K Kjacce cram 0ojee BpeAHO YeM MPOIyCKaHHE Clama, U TAKOW KIACCH(MKATOP BBLAAIOLINIT MOJNOKHUTEIBHYIO OIIMOKY SIBIISIETCS
HenpuroaHbiM. C Jpyroit CTOpOHBI, yBENHYMBAaHHWE MapaMeTpoB TekcTa ¢ 41 10 57 B OTHOLICHHM IMOJIOXKUTEIbOH OMIMOKH Jaer
HE3HAYUTEIBHOE YIyYIICHHe M NaJbHEHIIee yBEIMYCHUE HEM3MEHHT 3((deKTHBHOCTH Kiaccupukaropa. Ha cerommsmHumii neHb
criaMepaMy MCHOJIB3YIOTCS IPUEeMBI 11l 0OMaHa MOYTOBBIX (DMIIBTPOB: CIydalHbIe MOCIEJOBATEILHOCTH, 3aMEHa U yJBOCHHE OYKB,
TekCT "OenbIM o GenoMy" M caMblif CIOXKHBIH K HPAaBHIBHOM OINPEIENCHHH — B BUJE PEKIAMHBIX KapTHHOK, 4acTO CCBUIKOH Ha
peknaMHBIii  BeOcaiit. B Takom ciydae HEoOXOOUMO MOMOIHHUTH MPOCTPAHCTBO MApaMETPOB OOY4YEHHs, CIHOCOOHBIM OOYYHTH
HEHpPOHHYIO CeTb aHAIU3MPOBaTh TEKCT MpeabsBiIsieMblil B Bune rpaduxu. Mn. 3, 6ubn. 9 (Ha aHrnmiickoMm s3bike; pedeparsl Ha
QHIJIMHCKOM, PYCCKOM M JIUTOBCKOM $13.).

D. Puniskis, R. Laurutis, R. Dirmeikis. Neuroniniy tinkly naudojimas nepageidaujamo elektroninio pasto Zinutéms filtruoti //
Elektronika ir elektrotechnika. — Kaunas: Technologija, 2006.— Nr. 5(69). —P. 73-76.

Nepageidaujamo pasto telekomunikacijy tinkluose kiekvienais metais daugéja. Kaip ir kompiuteriniai virusai, komercinio turinio
zinutés, sickdamos apeiti filtrus, nuolat kinta. Kiekviena dieng atsiranda ne tik naujy turinio formy, bet ir tobuléja ju kiirimo ir platinimo
strategija. Modeliuojant nustatyta, kad neuroniniai tinklai sugeba atskirti nepageidaujama pasta nuo normalaus el. laisky srauto, tadiau
galimas tam tikras klaidingy sprendimy skaicius, todél turi biiti taikomas kartu su kitomis teksto ar vaizdo atpazinimo technologijomis,
leidzian¢iomis pagerinti filtro tiksluma. Normaly laiska klaidingai priskirti prie reklaminiy yra blogiau, nei praleisti reklaminj laiSka
kaip normaly, todél klasifikatorius, apskritai duodantis teigiama klaida, yra netinkamas. Kita vertus, didinant mokymo parametry skaiéiy
nuo 41 iki 57, teigiamy klaidy sumazéja nedaug, todel nauji teksto parametrai Siuo atzvilgiu néra reikSmingi. Nepageidaujamo pasto
siuntéjai stengiasi apeiti automatinius teksto atpazinimo filtrus naudodami jvairias Zodziy ir simboliy kombinavimo metodikas. Viena i$
naujausiy — normalaus teksto pasto zinutéje pateikimas Salia prikabinant reklaminj paveikslélj, paprastai susieta su nuoroda i reklaminj
tinklalapj. Tokiu atveju biitina papildyti neuroninio tinklo mokymo parametry aibg parametrais, jgalinanciais tinkla analizuoti ir
atpazinti teksta, pateikta grafine forma. Ill. 3, bibl. 9 (angly kalba; santraukos angly, rusy ir lietuviy k.).
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