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Introduction 
 

The new data transmission technologies, equipment 
and their modifications, which are used as infrastructure 
for data transmissions over Internet network, are 
continuously developed, updated and installed. To take all 
advantages of the new data transmission technologies and 
their new peculiarities, the data transmission control and 
management algorithms, which are implemented above the 
data transmission infrastructure, must be continuously 
researched, revised and updated.  
 
Object of the research 

 
"Internet" refers [1] to the global information system 

that -  
a) is logically linked together by a globally unique address 
space based on the Internet Protocol (IP) or its subsequent 
extensions/follow-ons; 
b) is able to support communications using the 
Transmission Control Protocol/Internet Protocol (TCP/IP) 
suite or its subsequent extensions/follow-ons, and/or other 
IP-compatible protocols; and  
c) provides, uses or makes accessible, either publicly or 
privately, high level services layered on the 
communications and related infrastructure described 
herein. 

Usually, network research objects are classified and 
attached to separate layers. The five layer model [2] can be 
applied for the Internet analysis. The model has five layers: 
physical, link, network, transport and application. The 
physical layer covers data transmission medium and 
infrastructure. The link layer covers data transmission 
technologies, their data transmission, control and 
management processes. Networks, based on different 
technologies or managed by different providers, are linked 
together in the network layer by a globally unique address 
space based on the Internet Protocol. Data transmission 
control and management between the network and 
application layers are made in the transport layer. The 
application layer acts as an interface for application 
software of high level services. 

The main reason, why the research of control and 
management of data transmission issues are very important 
and complicated – the data transmission control and 
management processes in the application, transport, 
network and link layers (Fig. 1) are independent and 
separated. The typical scheme of data transmission over 
Internet is presented in the Fig. 2, a. The data transmission 
route between terminal stations A and B is marked out by 
the bold line. The view of the data transmission route, 
using the five layer model, is presented in the Fig. 2, b. All 
five layers can be distinguished in the terminal stations A 
and B. The physical data transmission infrastructure is 
covered by the physical, link and network layers: 
a) data transmission media is in the physical layer; 
b) network switches 1 and 6 are covered by the physical 
and link layers; 
c) network routers 2 – 5 are covered by the physical, link 
and network layers. 

The description of Internet network and the usage of 
the five layer model are presented here, to make it clear, 
that data transmission parameters over the structure are 
determined by the summation and interaction of data 
transmission, control, management processes and 
functional features of components (Fig. 2, b) in every 
layer. Therefore, the research of control and management 
of data transmission is very important for efficient data 
transmission.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Scheme of data transmission, control and management in 
a layer 
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Fig. 2. Data transmission over Internet network between A and B terminal stations: 
a) data transmission route over typical Internet architecture;  
b) data transmission route in the five layer model  
 

The data transmission control and management 
procedures of the transport layer are used to control data 
transmission over Internet network in the terminal stations. 
Therefore, the research of the data transmission control and 
management processes of the transport layer will be 
presented in next sections.  

 
Efficiency of data transmission over Internet  
network’s route 
 

Due to various causes, the rate of data transmission 
over Internet network is random. Therefore, one of the 
main tasks of data transmission control and management 
procedures of the transport layer is to determine the data 
send off rate, which leads to maximum efficiency of data 
transmission.  

Data transmission route (Fig. 2, a) between A and B 
stations is a chain of interconnected network nodes. Data 
transmission characteristics (delay, packet loss probability 
and other) over the chain (route or channel) can be 
analyzed using a single node model, with identical data 
transmission parameters as in the whole route. The model’s 
scheme is presented in the Fig. 3. 
 
 
 
 
 
 
 
Fig. 3. Scheme of data transmission for single node model 
 

The following conditions were taken for the model: 
• data is transmitted in one direction (A → B); 
• data send off rate C0 is determined; 
• data transmission rate (available bandwidth) over the 

channel is random, normally distributed (C1 ~ N(µ1,σ1)) 
with known µ1 (mean) and σ1 (st. deviation) parameters; 

• buffer’s capacity is unlimited.  
When data send off rate C0 exceeds data transmission 

rate C1 over the channel, the excess data amount is placed 

in the buffer. In real networks this case leads to 
congestions and their consequences: data packet loss due 
to buffer overloads, increase of transmission delay and 
high decrease of data transmission rate.  

If data send off and transmission rates are expressed 
as a number of data segments per time unit [dseg/tu], then 
the mean number of data segments in the buffer is given by 
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For this model, the efficiency of data transmission 
over the route can be expressed as the product of channel’s 
load degree (C0/µ1) with the share of data channel’s 
bandwidth for a sent data segment  
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The example, how the efficiency relies on the C0/µ1 
ratio, is shown in the Fig. 4, where  

C0 = 1,2,3..120 [kbit/s], µ1 = 100 [kbit/s] and  
σ11 = 0.5[kbit/s], σ12 = 10 [kbit/s], σ13 = 20 [kbit/s]. 
 

The efficiency of data transmission over a data 
transmission channel grows linearly, when C0 is increased 
in (0; C1min) interval. The efficiency starts to decrease, 
when C0 > C1min and the excess data is placed in the buffer. 
And, as shown in the Fig. 4, the bigger C1 variation the 
smaller C0 value for which the transmission efficiency 
reaches its maximum value.   
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Fig. 4. The efficiency of data transmission over the channel for 
C0/µ1 ratio 

 
Therefore, to achieve the maximum efficiency of data 

transmission, the data send off rate C0 must not to exceed 
the data channel transmission rate C1. For the purpose, the 
data transmission control and management algorithms, 
implemented in the transport layer, have to continuously 
control C1 and to manage C0 values. 

 
Feedback usage for data transmission  
control and management 
 

Data transmission control and management 
mechanisms of the transport layer do not have direct 
connections with other (or distant) layers (Fig. 1, Fig. 2, b 
– dashed arrow lines). Connection opening, closing and 
data transmission control procedures are made using 
feedback information. Therefore, the data transmission 
over Internet network consists of a number of data 
transmission cycles, where data is transmitted from one 
terminal station to another and acknowledged (ACK) in the 
backward direction. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Diagram of data transmission cycle 
 
For each i-th data transmission cycle, the feedback 

communications between terminal stations A and B are 
used to: 
• manage the amount of data (window – wi+1), that can be 

sent in next (i+1) transmission cycle;  

• determine the value rtti of round-trip-time (RTT) 
between data segment’s send off time moment t1 and 
acknowledge (ACK) arrival time moment t2 (Fig. 5);  

• acknowledge, what amount of data is successfully 
received; 

• inform, what amount of data (receiver window rwi+1) can 
be received in next transmission cycle. If rwi < wi+1, then 
wi+1 ← rwi+1, this way, the data send off rate is managed 
to be not bigger than data process rate of the remote 
station (CA and CB). 

Considering the mentioned, more complicated model 
should be used (Fig. 6) to analyze the data transmission 
control and management procedures of TCP realizations. 
 
 
 
 
 
 
 
 
 
 
Fig. 6. Model’s scheme for data transmission with feedback 
 

General mathematic model of RTT value for i-th 
transmission cycle can be expressed by: 
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here τ→ and τ← – signal propagation time for up and down 

directions; 
C→ and C← – data transmission rate for up and 
down directions; 
wi – size of transmitted data; 
acki – size of an acknowledge data; 
tA and tB – data process (preparation, transmission, 
reconstruction, reception) time in terminal stations. 

Data transmission parameters over Internet network’s 
route (over physical, link and network layers) can be 
estimated using the ICMP (RFC 792) based programs. The 
program (Fig. 7), which collects and saves RTT values (rtt) 
for detailed analysis, was developed. 

 

 
 
Fig. 7. The program for RTT value measurement and analysis  
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Using the program, a lot of RTT measurements for 
different routes and from different terminal stations were 
made. Collected RTT statistics of data transmission in real 
Internet network show, that RTT values of data 
transmission over any channel cannot be lower than, 
particular for that route, fixed RTT component a and are 
randomly distributed over (a; rto) interval (if 
acknowledgement for a data segment is not received after 
rto, the data segment is sent again). For illustration, one of 
the RTT measurement results is presented in the Fig. 8. The 
test packets of 50 bytes were sent 300 times. The rto value 
was set to 0.02 seconds. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Round-trip-time measurement results: 
a) measured rtti values (i = 1,2 .. n; n = 300); 
b) histogram of the measured RTT values with normal fitting 

 
The fixed RTT component a is caused by: 

• physical features of data transmission medium (length, 
signal propagation speed); 

• minimal and unavoidable data transmission process 
duration in a number of intermediate nodes. 

The random RTT component is caused by: 
• variety of data transmission technologies, topologies and 

their data transmission processes;  
• random nature of user created data flow; 
• available amount of network route’s bandwidth; 
• error of RTT value’s measurement. 

 
Bandwidth estimation problem 
 

It was proven, that to achieve a high efficiency of 
data transmission over Internet, it is necessary to control 
data transmission rate C1 and to manage the data send off 
rate C0. The correct estimation of C1 values is the most 
difficult part of such approach. It is obvious, that in case of 
wrong estimation, the data transmission process will be 
ineffective.  

Old, modified and currently used TCP realizations [2, 
3, 4]: Tahoe, Reno, New Reno – do not try to estimate the 
C1 value. Data send off rate C0 (or wi of i-th transmission 
cycle) is increased until time-out event for ACK receive 
occurs, or the data receiver (B) asks sender in ACK packet 

to decrease C0, when C0>CB (Fig. 6). Such C0 management 
leads to network congestions and data packet loss, when 
data process rates in terminal stations (CA and CB) > C1. To 
solve the problem some new TCP realizations were 
proposed, the most popular and widely presented [3,4] is 
Vegas. TCP Vegas adopts a sophisticated bandwidth 
estimation scheme. It uses the difference between expected 
and actual data flows rates to estimate the available 
bandwidth in the network. The idea is that when the 
network is not congested, the actual data flow rate will be 
close to the expected. Otherwise, the actual data flow rate 
will be smaller than the expected data flow rate. TCP 
Vegas, using this difference in data flow rates, estimates 
the congestion level in the network and updates the data 
send off rate C0 accordingly [4]. The expected data flow 
rate for each i-th transmission cycle is calculated by 

 
minrtt

w
C i

iex = , (6) 

the actual data transmission rate is given by 

 
i

i
iact rtt

w
C = .  (7) 

Where wi is the current window size, rttmin – minimum 
RTT value and rtti – actual RTT value. 

Why such bandwidth estimation must be revised will 
be analyzed in the next section. 

 
Proposed bandwidth estimation method 

 
Using the RTT value analysis program (Fig. 7), it was 

determined, that the RTT values are related to the length 
(L) of test packets. To check the reliance, the program was 
modified: the length (L) of test packets is increased by 50 
bytes for each 10-th collected RTT sample, and the 
measurement stops when 10-th RTT sample for 1000 byte 
test packets is measured. The collected RTT samples as 
grey dots are presented in the Fig. 9. 
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Fig. 9. The actual bandwidth estimation using linear regression  
 
It is clear, that the increase of RTT values is linearly 

related to the test packet length. Therefore, the linear 
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achieved if regression line is drawn for the minimal RTT 
values, measured for different length packets ((Fig. 9) 
determination coefficient R2 = 0.9979). 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. The algorithm for wi and rtti collection  

 
When (rttmin – a) >> 0, the data flow rate estimation 

using (6) and (7) formulas [4] may be inaccurate. 
Therefore, the actual bandwidth in the transport layer 
could be estimated, by the linear regression [5] model   

 WbaRTT ⋅+= . (8) 

The estimates of a and b coefficients are given by 
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Here w  and rtt  – arithmetic means of the wi and rtti 
values. The wi and rtti values are collected, using the 
algorithm, presented in the Fig. 10. Where mss – the 
maximum data segment size, m – the number of window wi 
increase cycles, and k – the number of sub-cycles to 
determine the minimum RTT value for the wi.  

The estimate â  estimates the fixed RTT component a 
and the actual bandwidth is given by  
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The route’s bandwidth will be fully utilized, but not 
exceeded, if the wopt amount of data is sent in a 
transmission cycle. The optimal window size wopt for the 
route, with known â  and b̂ values, is given by  

 mss
mssb
awopt +
⋅

= ˆ
ˆ

. (12) 

Such bandwidth and optimal window estimation 
method could be used in the modified “slow-start” and 
“congestion avoidance” phases [2, 3, 4] of TCP realization.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11. The proposed data transmission management algorithm 
for “congestion avoidance” phase 

 
Further researches should be made to find the optimal 

solution. 
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Conclusions 
 

The main reason, why it is very difficult to find the 
optimal algorithm for control and management of data 
transmission over Internet network, lies in the concept of 
Internet as layered system, where data transmission 
parameters are determined using feedback information.  

The efficiency of data transmission could be 
increased, if during connection opening and data 
transmission phases, the terminal stations cold get direct 
information about the exact bandwidth of the data 
transmission route (the minimal data transmission rate of 
an intermediate node) from the lower layers. Having such 
information, the procedures of the transport layer could be 
simplified and more efficient. 
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