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Introduction

The tracking of moving non-rigid objects in the video
sequence is frequently solved task in the computer vision
systems. For this purpose dynamic models are used which
describes the motions of the object or the algorithms which
measures certain features of the objects, i.e., roundness,
color or edge. The measure of the features or motions is
not impossible without the impact of the noise. Therefore,
every measure can be valued as probability measure. When
the motion or the feature of the object can be described
with linear model, then for the tracking purposes linear
methods can be used [1-3]. However, many object tracking
cases are non-linear, which can be solved using a particle
filter.

The particle filter is the algorithm based on the
probability measure, which do not use the probability
density function directly, but approximates it by certain
number of particles. Each particle is described with the
appearance position and its weight, which is the certain
measure of probability or similarity. Such approximation
of the probability density function is called a sequential
Monte Carlo method [4], as well. The particle filter
algorithm is recursive in nature and comes through three
stages: evolution, re-sampling and propagation. After
every computation each particle is newly modified and
propagated based on the latest measures and the motion
model. During the re-sampling process, the particles with
smallest weight values are eliminated.

The particle filter can be used in the various object
tracking systems, i.e., car detection and tracking, vision
based security systems etc [6]. In the work the adaptive
particle filter was proposed which was used for the
accidently appearing face recognition [5]. Authors of this
paper have used two time series models and one
presumption for the face recognition and tracking
purposes. The first adaptive model describes the process of
the motion and appearance from the video data, second
model describes the changes between tracked face and the
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database of the faces. The presumption is taken in the
account that all faces in the database are in the frontal
view.

The color features of the observable object are
frequently used for the description of the tracking target
and the separation of the foreground from the complex
background. Color-based tracking can be implemented
using color density images [7], color histograms [8] and
etc [10-12, 16-18]. The tracking algorithm proposed in this
paper is similar to the CONDENSATION algorithm [9]
which is dedicated to track the object contour. However,
the algorithm presented in this paper is able to track the
color features of the observable object. The Gaussian
random noise is used as motion model for the object
movement prediction. The particles distributed according
to such motion model can fallow any movement of the
object.

In this paper, the tracking problem of the non-rigid
objects in the complex background is solved using
dynamic particle filter, where the number of particles
relays on the changing rate of the object location. The
proposed approach automatically uses the less number of
particles when the position of the object does not change
rapidly from one frame to another frame and more particles
when the object movesrelatively fast.

Since, the algorithm of the object tracking is quite
complicated, there is a need for a formal description and
validation of the algorithm. The dynamic PLA notation —
DPLA [15] was chosen for the formal specification of the
proposed algorithm, which has a possibility to define the
variation of the number of particlesin the solving tasks.
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Fig. 1. The functiona scheme of the design of the dynamic
particle filter



The paper is organized as follows. Second section
explains the proposed dynamic particle filter in the
conceptual and formal manners. In the third section
introduces experimental setup and results. Finaly,
conclusions and future guides are presented in the last
section.

Conceptual model of the dynamic particlefilter

This section explains briefly the proposed approach
of dynamic particle filter. Asit was mentioned, the particle
filter comes through three states: evolution, re-sampling
and propagation. Each state is executed in sequence. The
weights of each generated particle are computed based on
the measure model during evolution state. The measure
model uses the correlation between template and selected
HSV color histograms in this paper (see Fig. 2). If
histogram of the particle is similar to the template
histogram then the weight of this particle is set to 1, and
otherwise to 0. The particles with smallest weight values
are eliminated during the re-sampling state. New particles
are generated according the Gaussian random noise and the
information about the last object location during
propagation state. The real location of the object is the
stable point of the particles cloud. The object location
which was found in the frame t — 1 is used as central point
for particle propagation.
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Fig. 2. The color histogram of the object of interest
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Formal description of the dynamic particlefilter

The agorithm of dynamic particle filter was
formalized using formal DPLA (dynamic PLA) notation
[15], which is extension of PLA [14]. Dynamic PLA is
able to various dynamic changes of systems. Proposed
algorithm in dynamic PLA specification was described
using internal events of decision making (DM) aggregate,
which decompose dynamic particle filter into the seven
stages:
€/ — The number selection of particles;
€y — The estimation histograms and positions of generated

particles;
€; — The comparison of histograms;
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€, — The selection of proper particles;

el —The estimation of max distance among selected
particles;

e} —The selection of proper group of particles using
clustering;

€7 — Theestimation of the new average coordinates.

The particles d; in dynamic PLA specification are
interpreted as the elements of the set D(t,) which is
defined in discrete component of aggregate DM (see
Fig. 3). During the particular internal eventsto the particles

the new attributes as coordinates, histograms and
correlation coefficients are added.

O DM O

Fig. 3. DPLA model of dynamic particle filter

The initid sate Z(t,) of the aggregate DM is

described below, which includes all attributes of the
aggregate in initia time moment:

Z(to)= (X (to). Y(to ) E'lto ) E"(to) ¥ (to). 2, (to). Glto ),

H (t) Alty) R(to)). (1)

where X(ty)={x —the set of input signds, Y(t,)={y}

— the set of output signals, E'(t,)={€,} — the set of external

events, E"(t,)={e},i=17— the set of internal events,

z,(ty) ={W(€,t,)}, =17 — continuous component.
Discrete component:

v(to) ={D(to). k(to)aUy(to):Uy(to):C(to): MAX(to) ,

reg,red,exp 8,a, 11, } )

where D — the set of particles; k — the number of picture;

C - the class of particles at initial time; MAX —
maximum distance between particles; o,,0, - standard

deviations, a =const — threshold value of the distance;
reg = const — regular number of particles; red =const —
reduced number of particles; exp=const — expanded
number of particles; B =const — threshold vaue of
correlation coefficient; u, =const — threshold value of
movement.

The set of transition operators:

H (to) = {H (&), H(&) },i=17. ©)
The set of output operators:

Gl(to) = {G(e)). G(€) },i =17, @

where Alty)={@} - the set of initid aggregates,
R(to) ={2} - the set of internal links.



As external event e aggregate DM gets the picture

(input signal X) generated from the camera. Whenever
processing of the picture is finished aggregate sends the
output signal y back to the camera and asks for another
picture. With the first input k(t,,)=0 signal the average

coordinates u,,u, of initidl position and the template

histogram p{}) of tracking object are determined and added

to the discrete component of aggregate. Finadly the first
interna event € isinvoked despite the value of variable k.

The transition operator of external event is defined below:
H(e):

(et + D) =t + e, K(ty) 21 (5)

Vit +2) = V(ty) U pD Uy () Uy (t),

W(E], t +1) = toy + 70k,
K(t,, +1) = k(t,;) +1.

if k(t,)=0 (6)

The description of the process of the tracking object is
presented by transition operators of internal events,
performed by appropriative order.

The selection of the number of the particles -
primarily performed internal event H(e[):

we', ,t, +1) =t +nﬁ,
D(t, +1) ={d}, i =Ln(t,)).d (t,) ={2},

where D(t,,) — the set of particles.

The number n of particles can be regular reg, reduced
red or expanded exp. It is chosen in accordance with position
shift of tracking object from two contiguous results. The
position shift

)

(8)

is compared with 4, , which value depends on the ration of
the observable object and total image. This value was
determined experimentally in our example.
reg, if ps>y,,
nt,) =qred, if ps<y,,
exp, if qu(tm) = ;uy(tm) = .

pS=| :ux(tm _1) - :ux(tm) | + | ,uy(tm _1) - :uy(tm) |

(©)

Compared with this value standard deviations
oy(tym) and o (t,,) areselected aswell.

oy(tm) = Ty Ox(tm) = Oxreqr If PS> (tm )

Oy (tm) = Oy, A Ox(tm) = Ogegs I PS<pteft). (10)
Oy (tm) = Tygy A Txllm) = T 1 Hiy(tm) =ty ) =22,
W(E", t, +1) =t +12.

The coordinates of selected particles are generated using
Gaussian distribution with estimated average u, () , £y (tm)
and standard  deviationso,(t,,) ;o (t,) - According to
obtained coordinates the histogram ¢! for each particle is

determined. The estimation of the histograms and positions
for generated particlesH (&) :
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Vd; € D(t) | d; (t +1) ={% (tm), ¥i (tm). 6P ()}, (12)
where

X (tm) ~ Gaussian (g1, (tm), o (tm))

Vi (t) ~ Gaussian (i1, (t,), oy (t)).

W(e's t, +1) =t +7; (12)

After thisevent, the third internal event € isinvoked.
The comparison of histograms H (€5) :

For esch particle the correlation coefficient ¢; is
determined comparing its histogram g} with the template
histogram p‘?) .

W(e', t, +1) =t +171

N . - . —
Zl(qi(” -q,)(p" - p)
j=

G = N — N — (13)
\/z(qi‘” —q)? X (pY - p)?
j=1 j=1

vd;, € D(ty) | d; (t, +D = d; () Vg -

All particles, which have a weight ¢; is equa or
bigger than g are considered as proper and all others are
eliminated from the set of particles D(t,). If in the set D(t,)
there are no particles which satisfy the weight
reguirements then the algorithm starts from the beginning,
i.e., the generation of the new particlesin the internal event
g . Otherwise, the internal event € isinvoked.

The selection of proper particles H(€}) is described
below:
D(t,+D=D(t,)\d;,

di € D(ty) | (14)

di (tn) =% (), ¥ (). 6 (En) G (E)} 2 6 (t) < B 5 (15)

W(El t, +1) =t +7n;, if D(t,+1) = ; (16)
wW(e],ty, +1) =t + 75,
iy (t) = 0, if D(t,+1)=4. (17)
,Uy(tm) =%,

In the case if the selected particlesin the event €, are
distributed in to the few separate classes, the maximum
distance between particles is estimated. If this distance md
exceeds « , clustering €5 is started. Otherwise, from the
set of particles C(t;) the new average coordinates are
estimated and the location of tracking object is updated
during internal event €f .

The edgtimation of max distance among
particlesH (&) :
D(d;.d)) = (6 = %)% + (v - ¥,)? . (18)
where md = max(D(d;, d;)) , max(md) = MAX(t,,) ,
D(d,,d,) = MAX(t,), and
W(EL ty +1) =t + p8, if MAX(t,) >« . (19)



W(E by +1) =t + g,
C(tm) = D(ty,)

The selection of the proper group of particles using k-
means clustering method H (€}) :

For the grouping particles the clustering method is
used. Only here, the initial centroids d;, and d,, which

are coordinates of most remote particles are determined in
advance:

} otherwise (20)

dy=(%.%),d, = (X, 9,) - (21)

Based on the d, and d,, distribution in to two
groups C,, C, is performed. The distance from the particles
d_l and d_2 to the all othersis estimated.

D(d;,d,) = (X, ~X)*+(y; - %)?, j=1n, k=12.(22)
All particles are grouped into the two clusters.

1, D(d;,d)<D(d;,d); km=12k = m;

5(dj,6k):{ 3

0, otherwise.

Cluster, which has more particles, is selected for
processing.

Clty) = {Cl’ el [C (24)
C,, if [Cy|>[Cy.
W(E, t, +1) =t + 11y . (25)

After all actions the internal event €7 is invoked.

During this event new average coordinates are estimated.
The tracked position u(tm), 1,(tm) Of the object is equal to
the average coordinates of all particles from the set C(t,,)).

He):

3 8(d;, Cltm))X;

1y () = 1= c

D(t,, +1) =2, (26)
38(d;.Cltn)y,

SR

Since after this internal event the processing of the
certain picture is finished, the output signa Y=vy; is
generated.

The forma specification described above gives the
requirements for the practical filter redization defining the
algorithm as seven stages (internal eventsin specification).

Experiments

The randomly moving ball was taken on the video of
174 colored frames (size 640x480) in order to test the
proposed dynamic particle filter. The complex scene with
colored background and objects which have similar color
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like target object was design for checking the robustness of
the proposed approach. The video data was gathered with
ordinary USB web-camera in the day light (point lightness
about 1500 Lux). The template histogram of observable
object was selected from the region of 30x30 pixelsin the
first frame. Starting position of the ball and the region size
of the interest is selected by the user. Next positions of the
ball are tracked using dynamic particle filter.

The test trgjectory of the ball movement was designed
measuring the real position of the ball in each frame by the
hand. This trajectory was compared with the trajectory
obtained by the proposed approach. The threshold of
minimum distance between two ball positions in two
different frames was changed from 0 to 5. Three numbers
of particles (250, 500 and 3000) were used in the
experiment. The mean execution time, mean absolute error
between two trajectories and particle usage were measured
during experiment. The tracking results are shown in Fig.
5-8.

The Fig. 4 shows the image of the experimental
environment, target trajectory is colored in black and the
measured trajectory is colored in white. The illumination
of the background is not evenly distributed; therefore,
measured trgjectory is dightly different from the target
trajectory in the places where moreilluminationis.

Fig. 4. The tracked (white) and t (black) trajectories of the ball
in the complex scene
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Fig. 5. The variation of the coordinates of tracked and test
trajectories during the time



The coordinates of the target and measured tragjectories
extended in the time domain are shown in Fig. 5. It clearly
visible, that the curves are similar. The proposed adgorithm
tracks the position of the observable object efficiently and
robustly with relatively small offset (see Fig. 5).

The mean absolute error was computed between
target and measured trajectories with different threshold
values of the minimum distance. The curve is shown in
Fig. 6. The MAE error increases, when the threshold value
increases.

Mean execution time is the time, which is spent to
track the position of the observable object in each video
frame. The execution time was obtained using MATLAB,
therefore, the comparison of results of similar experiments
should consider this fact. The numerical relation between
mean execution time and the threshold of the minimum
distance is shown in Fig. 7. The curve shows, that the
execution time degreases when the threshold value is
increased.

Mean absolute error

4

mae

Threshold
Fig. 6. The relation between the mean absolute error (MAE)
variation and the threshold of the minimum distance. MAE is
computed between test and tracked trajectories
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Fig. 7. The relation between mean execution time of one video
frame and the threshold of the minimum distance

More time (about 0.85 sec.) is needed to track the
position of observable object when the threshold is equal to
0 and less (about 0.55 sec.) when the threshold is equal to
5. This can be explained with the relation between the
particle usage and the threshold of the minimum distance.
The particle usage shows how many times certain number
of particles was used during the total video processing (see
Fig. 7). Proposed algorithm uses 500 particles on each
frame when the threshold of minimum distance is equal to
0. The algorithm uses 250 particles more frequently then
500 particles on each frame when the threshold is equal to
5. 3000 particles are used only in a few frames, when the
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location of the observable object has changed rapidly from
one frame to another. This number of particles is sufficient
to cover almost full image and track the position of the lost
object.

600

500
250 particles

400

300
500 particles

The particles usage

200

100 3000 particles

Ob=
0 1 2 3 4 5
Threshold

Fig. 8. The relation between the particles usage and the threshold
of the minimum distance

Tracking algorithm based on dynamic particle filter
dynamically changes the number of particles and allows ot
degrease the computation time. If less particles are used
then the real position of the observable object can be found
with certain error (see Fig. 6). However, the mean absolute
error increases less then computation time degreases,
accordingly, 19 % and 35 %.

Conclusions and future works

The algorithm of the dynamic particle filter was
presented, which enables the tracking of the non-rigid
object in the complex background. The proposed algorithm
was formalized using DPLA notation which allowed us to
specify the dynamics of the rea example in the
mathematical, unambiguously and understandable manner.
Experimental results show that the proposed dynamic
particle filter can successfully fallow the object when it
moves in the complex background.

The future work will incorporate the extension of
algorithm for automatic selection of the template histogram
which takes into account the topological information,
detection of suddenly appearing objects and multiple
similar object tracking. The proposed algorithm can be
used for the associative communication technologies,
vision based security systems.
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medziagoje yra sekamas pagal jo spalvines savybes (HSV histograma), kurios yra nepriklausomos nuo objekto dydzio ar formos.
Dinaminiu daleliy filtru galima sekti i$ dalies uzstotus ir ,lankstius® objektus. Sitlomas algoritmas buvo aprasytas formalia ir
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