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Introduction

Ant Colony Optimization [3] belongs to evolutionary
computation methods, based on the swarm intelligence
approach. The main advantage of swarm intelligence
approach [4] is that system of simple communicating
agentsis capable of solving complex problems|[8, 9]. Max-
Min Ant System is one of the representatives of Ant
Colony Optimization algorithms[1, 2]. Max-Min Ant
System (MMAS), together with Ant Colony System
algorithm proved to be an effective instrument, solving
Traveling Salesman and Quadratic  Assignment
problems|[2, 3].

Image preprocessing is inevitable process performed
in any image processing application. Commonly it uses
image processing operators to prepare image for further
analysis. ldea to do image processing by Ant Colony
Optimization algorithm is not new, but fresh [10, 11] and
promising [5]. In this work we provide modifications to
MMAS algorithm including modifications for initial ant
placement for better exploration of the search space,
applying algorithm for image processing operators
sequence selection for preprocessing synthetic images.
Modifications of algorithm model are presented, estimation
of parameters and experimental results are provided.

Main structure of image preprocessing task by
MMAS is presented on Fig. 1, here MMAS is used for
selection of image processing operators’ sequence.
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Fig. 1. Image preprocessing task structure
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We start with introductory presentation of selected
Max-Min Ant System model — describe model itself as also
as modifications for its use for image preprocessing. Then
we present experimental setup, necessary steps of image
preprocessing, synthetic experimental data. Afterwards we
show and comment the results of experimentation on the
selection of suitable MMAS model parameters. Finally we
present results of MMAS use for preprocessing of images
and discuss possible further ways for preprocessing
improvement.

Model of MAX-MIN Ant System

The original Max-Min Ant System model was
proposed by Thomas Stiitzle and Holger H. Hoos[1, 2].
The main difference of Ant System from other Ant Colony
Optimization algorithms is the way pheromone is updated.
In origina formulation of Ant Colony Optimization
algorithm each ant places certain amount of pheromone at
every step. Differently in MMAS algorithm — only the ant
with (usually local) best solution is alowed to place
pheromone.

Traveling Salesman problem is a standard way to
check how well algorithm solves optimization task. The
main task of the problem is for salesman to visit al cities
using the shortest path. Commonly number of ants, m is
equal to the number of cities, n. Each ant can move from
one city to another, until al cities are visited. At the same
time ant cannot move to aready visited city, so total
number of steps for each ant is m. During initialization ants
are randomly placed in cities. At every step of solution
construction, each ant moves, based on probabilistic
decision, to a city it has not yet visited. The probabilistic
choice of ant k moveis:
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It is influenced by the pheromone trail 7, (t) and by

pi (1) = . ifjeNS. (@

locally available heuristic information 7, =1/d,; that
depends on distance d; between cities i and j. Ants
prefer cities that are close and connected by links with high



pheromone trall. « and B are two parameters that
determine the relative importance of the pheromone trail
and the heurigtic information. N is the set of cities ant

has not visited yet.

Pheromone trails are updated after all ants have
completed their tour construction. Initially pheromone
level is lowered due to evaporation parameter p

(with 0< p <1):

7, (t+1) = p-7 (1). 2

Then pheromone is added to the best path:

7 (t+1) =7, () + AT, ©)

here Az =1/ (s™) with f(s™) asasolution cost of

iteration-best s™ =s".
Key difference of MMAS algorithm from othersis the
use of pheromone limits. Limits are calcul ated by:
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Here p,. = Py IS the probability to construct the best
solution; pg. is a decision a each node; avg=n/2;

Toin > 0.
Initially all pheromone values are set to 7, and after

each iteration pheromone limits are updated. Then validity
of limitsis checked by the use of rule:

if Ty > Toer thEN T, =7, (59)

and pheromone values are placed within limits:
i-f 7 (1) > 70 thenz, (1) =7, (5b)

if 7, (t) <7, thenz,(t)=7,,.

Because of pheromone limits, convergence condition
is easily formulated: when only one pheromone trail
reaches 7, and al other trails become 7, , convergence
occurs.

For a task with n=20 cities, typical parameters for
MMAS are: number of ants m=20; a=1;, B=2;

p=098; p,, =005.

min 1

MMAS model adjustment for image preprocessing

Main idea of applying MMAS for image
preprocessing is based on the assumption that ants can
select the right sequence of processing operatorsin order to
get required processing effect. Then found preprocessing
sequence can be used to preprocess other similar images.

Characteristic  initidl  image  together  with
“preprocessed” one (e.g., by human operator) are needed.
Using these two images, MMAS will find the sequence of
image processing operators to get the initial image 1,, as

close as possible to the provided target image |, .
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To implement this idea, the table C of possible
processing operators together with possible processing
parameters should be created. Each operator with linked
parameter should be considered as one city.

For experimental model a table of 85 processing
operators with linked parameters was created. Table
consists mostly of morphological image processing
operators, as these operators are often used. Additionally,
rising in power, averaging and edge detector operators are
included.

Main steps of image preprocessing algorithm are
based on common MMAS application and can be
summarized as follow:

Initialize.

Create solutions.

Perform local search.

Update pheromone trails.

Check convergence condition.

. If condition is not met, return to Step 2.

During initialization initial |,, and target |, images
are provided, then p,, =1/n iscaculated. Variables 7,
and 7;, areinitialized according to (4). However avg =n
is set, because each operator is equally possible in a path
and the worst initial solution cost theniis:

Ok wNE

f(s)=1y-1y 255 (6)
here I, and I, hold image size values; image intensity
rangeis 255.

Usualy solution consists of limited number of
operators, so in order to smplify calculations, we limit
ant’spath length,i.e, |, =6.

Standard MMAS model places one ant in each city.
Such ants' placement gives equal probability for search
space exploration.

During standard MMAS model execution ant could
visit any non visited city. However in image preprocessing
application of MMAS, same image processing operator
may be used several times. So ant should be able to go to
dready visited cities. For this purpose heuristic
information 7 ischanged to suit image processing model:

1

n= o (7)

1+1
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here n depends on distance of used operator in time 1.

Increase of iteration number, will raise the probability of
operator’s reuse. Thus the operator that was used by ant in
last iteration will have lowest probability compared to
operator that was not used yet.

In a standard MMAS formulation for a Traveling
Salesman problem each ant has equal probability to start in
the same city. However for image preprocessing
application, beginning of operation from certain
city (operator) can lead to better solution. Thus the
standard model of MMAS is modified and pheromone
control of starting position is. Pheromone matrix in starting

position T isinitialized to 7>, calculated by:

max !



imple —— MMAS

Speed of convergence

MMAS Mod1 -

400

200

Iterations

100

80

60

40

Global minima found, %

150
100

Deviation

50

Solution length, nmb. of used operators

Fig. 2. Results comparison of different MMAS used for
image preprocessing task

Tnﬁ‘;" = il (8)
1-pn
and at each iteration 5™ is updated by:
3 (t+1) =77 () p+ YA 9)

Two modifications of initial ant placement based on
pheromone concentration are proposed.

MMAS Mod1 —first modification is based on ant’'s
starting position control:

pIS[an k (t) — Tigms(t;) .
ZIEN O (t)

isthe probability of theant k to startincity i ;

(10)

Start k

Here p

1
Start

Ti

(t) is the pheromone concentration in city i; N is

the total number of cities. Starting position is chosen by a
roulette well method based on probability vector pS .
MMAS Mod2 — second modification is based on ant’s

placement control, when at each iteration a predefined
amount of ants m is moved from the cities with the lowest
pheromone level 73* to the cities with the highest
pheromone level 7o .

Local search is used to find local best solution
choosing the one with maximum f *(s™) . Local search
not only finds the path with best solution but also is used
as a stopping criterion for ant travel.
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Results of image preprocessing by MMAS

Prior to MMAS simulation, complexity of the
problem should be analyzed and primary parameters
supplied. Because ants can visit already visited cities, total

number of possible solutions can be S™ = n'. Having
in mind that number of ants m is equal to number of cities
n, during each iteration MMAS model can check n
solutions.

For testing purposes synthetic initial image was
created and after applying from 1 to 6 image processing
operators, resulting images were used as a targets,
guaranteeing existence of the solution.

After setting recommended parameters[2]: o =1;
p=2; p=098 for MMAS model, numbers of

experiments were performed in order to determine model
effectiveness comparing it with simple brute force method
of finding the sequence.

Results proved (see Fig. 2) that parameters are good
and standard MMAS modéd is quite effective in finding
solutions of multidimensional problem. Increase of « led
to much quicker solution, however as it also increased the
rate of stuck in local minima, it was reverted back.
Modification of B and p parameters usualy led to

change in convergence speed but usualy ended in local
minima. So parameters were left as per recommendation.

Increase of solution length to | =7 led to increased

complexity of the problem and with higher dimensionality
of the problem about 50 % of all solutions were stuck in
local minima.

As expected, introduction of pheromone controlled
start position led to improvement of convergence speed.
Two suggested modifications provided similar
improvement in convergence speed as we can see it on
Fig. 2. When compared to standard MMAS, modifications

improvement starts from path length | =3 and with path

length | =6 best improvement over standard MMAS

without pheromone controlled ants placement was 30 %.
MMASMod2 showed best results when set amount of
moved ants was 20 %, that led to 5 % improvement over

MMASModl | =6. Further increase of percentage of

moved ants lead to narrower exploration space and
simulation often ended with solution in local minima.

Conclusions

1. Ant's starting position has great influence for
MMAS convergence speed (improvement of 30 %
over model without starting position control was
achieved).

Proposed MMAS with ant placement control
showed up to 5% additional improvement of
convergence speed compared to another proposed
MMAS with starting position control.

The future work will concentrate on more
sophisticated ant placement strategies and application of
MMAS for preprocessing of images of two-dimensional
electrophoresis gels [6, 7].
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MAX-MIN Ant System (MMAS) application in image preprocessing is investigated. Standard MMAS model for traveling salesman
problem is presented together with MMAS model modifications, applying it for image preprocessing. Two modifications of initial ant
placement strategy introduced, one based on simplified MMAS without heuristic information (Mod1), second is based on normalized
quantity of moved ants (Mod2). Experimentally determined percentage of moved ants is 20%. Provided modifications were tested on
synthetic images with evaluation of convergence speed. Additionally test results were compared with simple brute force solution finding
method. Initial ants placement based on pheromone concentration proved to be an effective way to increase convergence speed. With
solution length of 6 operators 30% increase in convergence speed was achieved compared to MMAS without pheromone control. Mod2
showed 7% decrease in quality on short run problems (5 operators), however on longer solution (6 operators) Mod2 solution quality
decrease slope was less rapid (quality decrease 25%) compared to both standard MMAS without initial ant placement strategy and Mod1
(quality decrease 49%). Analyzing deviation of number of iterations Mod2 also showed less rapid increase in deviation compared to
MMAS and ModL1. Ill. 2, bibl. 11 (in English; summariesin English, Russian and Lithuanian).

P. Jlantuk, /I. HaBakayckac. MAX—MIN mypaBbUHHAsi cCTeMa B NPeABAPUTEIbHOI 00padoTke n300paxeHuii // DiekTpoHHKa
" 1ekTporexHuka. — Kaynac: Texnomaorus, 2009. — Ne 1(89). — C. 21-24.

Uccnenyercs npumenumocts MAX-MIN mypasbunHO# cuctembl (MMMC) s mpenBapuTenbHOM 00paboTku M300paskeHUH.
Kpatko mpexacraBnena cranmapTHas monens MMMC, npumeHuMas Ui pellieHus 3aJaddl KOMHUBOsDKepa. [IpeioskeHO HEecKOJIBKO
MoauduKauid Momenw A MpeaBapUTenbHONW 00paboTku m3oOpakeHuid. [IpencraBneHsl nBe MOAMGHUKALMU MOJENU HAYaIbHOTO
pacroyIoxKeHHsT MypaBbeB: OJHAa OCHOBaHa Ha ymnpommeHHoi Mogemn MMMC (Modl) 6e3 eBpucTHdeckoil nHGoOpManuy, Ipyras — Ha
HOPMHUPOBAaHHOM KOJIMYECTBE IMEPEHOCHUMBIX MypaBbeB (Mod2). DKcnepuMEHTAIbHO OIpPENENICHO, YTO KOJIHYECTBO MEPEHOCHMBIX
MypaBbeB HODKHO cocTaBiiateh 20 %. IlpemmoxeHHble Moau(pUKaIUK IPOBEPSUINCH HA HCKYCTBEHHBIX H300pa)KCHHSX, OICHHUBAs
CKOpOCTh KOoHBepreHuy. OneHnBas CKOpOCTb KOHBEPT€HIINH MOJIEIH, JOIOJHHUTEIBHO IIPOBOAILIOCH CPABHEHUE C IIPOCTHIM METOJIOM
nepebopa. HawanpHoe pacronoxkeHHe MypaBbeB, OCHOBAaHHOE Ha KOHICHTpAIWHM (epOMOHA, OKa3anoch 3(Q(EKTHBHBIM CIOCOO0OM
COKpAIIleHUs] BpeMeHU KOoHBepreHImu. [Ipy yBenwdeHun JUIMHBI penieHus 10 6 onepaTopos, ObuT moxydeH 30 % IpPHPOCT CKOPOCTH.
ITpu xopoTkoil [yMHE peuieHus (5 omepaTopoB), KauecTBO peUICHHs yXyALIWIoch Ha 7 %, XoTs mpu Ooliee IIMHHBIX pelneHusx (6
OIEpaTopOB) Craj KauecTBa MOIydHiIcs 25 %, 4To sydine, yeM y cranmaptHoit MMMC (49 %). Mod2 nMeer HailMEeHBIIYIO AUCIEPCUIO
KoJMuecTBa urepanuid. M. 2, 6ubi. 11 (Ha aHTIHICKOM sI3bIKe; pedepaThl Ha AHTJIUICKOM, PYCCKOM M JINTOBCKOM SI3.).

R. Laptik, D. Navakauskas. Vaizdy pirminis apdorojimas MAX-MIN skruzdziy sistema// Elektronika ir elektrotechnika. —
Kaunas: Technologija, 2009. — Nr. 1(89). — P. 21-24.

Tiriamas MAX-MIN skruzdziy sistemos (MMSS) taikymas vaizdy pirminiam apdorojimui. Trumpai supazindinama su standartiniu
MMSS modeliu ir jo taikymu keliaujancio prekeivio problemai spresti. Pristatomos kelios MM SS modelio modifikacijos, pritaikant §i
modelj vaizdy pirminiam apdorojimui. Sitlomos sios pradinio skruzdziy isdéstymo modifikacijos: pirmoji pagrista supaprastintu MMSS
modeliu be euristinés informacijos (Modl), antroji — perkeliamu skruzdziy skai¢iaus normavimu (Mod2). Eksperimentiskai nustatyta,
kad 20 % visy skruzdziy turi buti perkeliamos. MM SS modelio modifikacijos buvo tikrinamos naudojant dirbtinius vaizdus ir vertinant
algoritmy konvergavimo greiti. Modeliy vertinimo rezultatai papildomai lyginami su visy sprendimy perrinkimo Mod1 rezultatais, t. y.
pradinis skruzdziy isdéstymas, remiantis feromono kiekiu, efektyviai didina MMSS konvergavimo greiti. Didinant sprendinio ilgi iki 6
operatoriy, gautas 30 % greic¢io prieaugis. Trumpo sprendinio (5 operatoriai) naudojant Mod2 kokybé pablogéjo 7 %, o ilgesnio
sprendinio (6 operatoriai) — 25 %, taciau tai yra geriau negu nemodifikuotos MMSS atveju (pablogejimas 49 %). Be to, Mod2 budinga
maziausiarezultaty sklaidapalyginti su MMSSir Mod1. 1l. 2, bibl. 11 (anglu kalba; santraukos angly, rusy ir lietuviy k.).
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