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Introduction 

Speech is a very basic way for humans to convey 
information to one another with a bandwidth of only 4 
kHz; speech can convey information with the emotion of a 
human voice. The speech signal has certain properties: It is 
a one-dimensional signal, with time as its independent 
variable, it is random in nature, it is non-stationary, i.e. the 
frequency spectrum is not constant in time. Although 
human beings have an audible frequency range of 20Hz to 
20 kHz, the human speech has significant frequency 
components only up to 4 kHz.  

The most common problem in speech processing is 
the effect of interference noise in speech signals. 
Interference noise masks the speech signal and reduces its 
intelligibility. Interference noise can come from acoustical 
sources such as ventilation equipment, traffic, crowds and 
commonly, reverberation and echoes. It can also arise 
electronically from thermal noise, tape hiss or distortion 
products. If the sound system has unusually large peaks in 
its frequency response, the speech signal can even end up 
masking itself.  

One relationship between the strength of the speech 
signal and the masking sound is called the signal-to-noise 
ratio, expressed in decibels. Ideally, the S/N ratio is greater 
than 0dB, indicating that the speech is louder than the 
noise. Just how much louder the speech needs to be in 
order to be understood varies with, among other things, the 
type and spectral content of the masking noise.  

The most uniformly effective mask is broadband 
noise. Although, narrow-band noise is less effective at 
masking speech than broadband noise, the degree of 
masking varies with frequency.  

High-frequency noise masks only the consonants, and 
its effectiveness as a mask decreases as the noise gets 
louder. But low-frequency noise is a much more effective 
mask when the noise is louder than the speech signal, and 
at high sound pressure levels it masks both vowels and 
consonants.  

In general, noise [2] that affects the speech signals 
can be modeled using any one of the following: 

 
1. White noise, 
2. Colored noise, 
3. Impulsive noise. 
 
White noise  

White noise is a sound or signal consisting of all 
audible frequencies with equal intensity. At each 
frequency, the phase of the noise spectrum is totally 
uncertain: It can be any value between 0 and 2π, and its 
value at any frequency is unrelated to the phase at any 
other frequency. When noise signals arising from two 
different sources add, the resultant noise signal has a 
power equal to the sum of the component powers. Because 
of the broad-band spectrum, white noise has strong 
masking capabilities.  
 
Colored noise 

Any noise that is not white can be termed as colored 
noise. Colored noise has frequency spectrum that is limited 
within a range unlike white noise which extends over the 
entire spectrum.  

There are different types of colored noise (brown 
noise, pink noise, orange noise etc.) depending upon the 
gradation in the Power Spectral Density (PSD) of the 
noise. Colored noise can be generated by passing white 
noise through a filter with required frequency response. 

 
Impulsive noise 

Impulsive noise refers to sudden bursts of noise with 
relatively high amplitude. This type of noise causes click 
sounds in the signal of interest.  

Impulsive noise is generally modeled as contaminated 
Gaussian noise, as indicated in equation (1). 
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 ( ) ( ) ( )0 ( )g wn n b n nη η η= + , (1) 

where ηg (n) and ηw (n) are zero-mean Gaussian noises and 
b (n) is a Bernoulli random variable. The ratio of the 
variances of the two Gaussian noises decides the impulsive 
character of the noise generated. 
 
 
Adaptive Filtering 

Adaptive filtering can be considered as a process in 
which the parameters used for the processing of signals 
changes according to some criterion. Usually the criterion 
is the estimated mean squared error or the correlation [1]. 
The adaptive filters are time-varying since their parameters 
are continually changing in order to meet a performance 
requirement. In this sense, an adaptive filter can be 
interpreted as a filter that performs the approximation step 
on-line. Usually the definition of the performance criterion 
requires the existence of a reference signal that is usually 
hidden in the approximation step of fixed-filter design. 

The general set up of adaptive filtering environment 
[2,6] is shown in Fig. 1, where k is the iteration number, 
x(k) denotes the input signal, y(k) is the adaptive filter 
output, and d(k) defines the desired signal. The error signal 
e(k) is calculated as d(k)-y(k). The error is then used to 
form a performance function or objective function that is 
required by the adaptation algorithm in order to determine 
the appropriate updating of the filter coefficients. The 
minimization of the objective function implies that the 
adaptive filter output signal is matching the desired signal 
in some sense. 

 
 

 
Fig. 1. General setup of adaptive filter 
 
 

Adaptive Noise Canceller 

Adaptive filter is widely used as noise canceller. In an 
adaptive noise canceller (Fig. 2) [3] two input signals, d(k) 
and x(k), are applied simultaneously to the adaptive filter. 
The signal d(k) is the contaminated signal containing both 
the desired signal, s(k), and the noise n(k), assumed 
uncorrelated with each other. The signal, x(k), is a measure 
of the contaminating signal which is correlated in sole way 
with n(k), x(k) is processed by the digital filter to produce 
an estimate y(k), of n(k). An estimate of the desired signal, 

e(k) is then obtained by subtracting the digital filter output, 
y(k), from the contaminated signal. 

 

 
 
Fig. 2. Adaptive filter as a noise canceller 
 
 

The filter output y(k) and the error e(k)[2] are given 
by equations (2) and (3). 

 ( ) ( ) ( )Ty k X k W k= , (2) 

 ( ) ( ) ( )e k d k y k= − . (3) 
 

Adaptive AFA algorithm 

In many applications of noise cancellation the 
changes in signal characteristics could be quite fast. This 
requires the utilization of adaptive algorithms, which 
converge rapidly. From this point of view the best choice is 
the recursive least squares (RLS) algorithm. Unfortunately 
this algorithm has high computational complexity and 
stability problems. The adaptive filtering with averaging 
(AFA) [4] is used for noise cancellation in above 
conditions. The algorithm [4] described above is 
summarized in equations (4)–(7): 

 ( ) ( ) ( )1Ty k W k X k= − , (4) 

 ( ) ( ) ( )e k d k y k= − , (5) 
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1
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For filter of N-th order 

 ( ) ( ) ( )11i i iW k W k xe k
k γ+ = + , (7) 

where 0 i N< <  and 121 << γ . 
 

The averaging here does not create additional burden 
since the terms ( )W k  and ( ) ( )X k e k  can be recursively 
computed from their past values. Second, the algorithm 
does not use the covariance matrix, so there is no need of 
covariance estimate. This implies low computational 
complexity and escape from stability issues compared to 
the RLS [5] algorithm. 
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Proposed Modification in AFA algorithm 

We propose a modification in the existing AFA 
algorithm to improve the performance in terms of signal to 
noise ratio. By introducing a variance factor in the AFA 
algorithm, the performance of the algorithm can be 
improved. The modified update equation is shown in 
equation (9): 

 

1 1( ( ) ( )) var( ( ) ( ))
( 1) ( )

2 2

X k e k X k e k
k kW k W k

g g
+ = + + .  (9) 

The proposed modification was simulated and tested 
for noise cancellation in speech signal corrupted by white 
noise. The simulation results are shown in the following 
section. 
 
 
Simulation and results 

The parameters of clean speech sample considered for 
testing of the algorithms were: duration 2 seconds, PCM 
22.050 kHz, 8 bit mono sample recorded under laboratory 
conditions.  

 
Fig. 3. Original speech signal 
 

The filter order was fixed at 12 for all cases of noise 
cancellation in speech .The recorded sentence “A quick 
brown fox jumps over the lazy dog” was used as the clean 
speech. This sentence is conventionally used as a 
benchmark for speech processing. The above sentence 
contains all the alphabets of the English language. Hence 
the variability of effect of noise on speech with frequency 
of the signal is accounted. The original speech signal is 
shown in Fig. 3. 

 
Fig. 4. Speech signal corrupted by white noise 

White Gaussian noise was generated and added to the 
original speech signal. The SNR of the signal corrupted 
with noise was 7.776 dB. A linear combination of the 
generated noise and the original signal is used as the 
primary input for the filter. Fig. 4 shows the original 
speech corrupted by white noise 

The denoised speech signal using the original AFA 
algorithm is shown in Fig. 5. The output Signal to noise 
ratio of the signal denoised with original AFA algorithm 
was 28.5101 dB. 

 

 
Fig. 5. Denoised signal using original AFA algorithm 
 

Fig. 6 shows the signal denoised with proposed 
modification included in the AFA algorithm. The figure 
shows the output of modified AFA algorithm. The output 
signal to noise ratio of the signal was 30.4568 dB as 
compared to 28.5101 dB of the original AFA algorithm. 

 

 
 
Fig. 6. Denoised signal using modified AFA algorithm 
 

Table 1 shows the output signal to noise ratio of the 
denoised speech signal using the original and modified 
AFA algorithms. 
 
Table 1. Output SNR of denoised signal 

Algorithm Output SNR in dB 
AFA 28.5101 
Modified AFA 30.4568 

 
 
Conclusions 

 
The proposed modification in the existing adaptive 

filtering with averaging algorithm was simulated and tested 
for noise cancellation in speech signals. When tested with 
white noise, the modified AFA algorithm showed an 
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improved performance of around 2 dB compared to the 
original AFA algorithm. For future work we planned to 
test this modified algorithm for colored and impulsive 
noise. The study and comparison of adaptive algorithms 
can be extended to the use of multi-dimensional adaptive 
filtering techniques; for applications like noise cancellation 
in images. Further, the modified algorithms proposed can 
be optimized to have lower complexity. 
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