ELECTRONICSAND ELECTRICAL ENGINEERING

I SSN 1392 — 1215

2008. No. 8(88)

ELEKTRONIKA IR ELEKTROTECHNIKA

SYSTEM ENGINEERING, COMPUTER TECHNOLOGY

T 120

SISTEMU INZINERIJA, KOMPIUTERINES TECHNOL OGIJOS

Embedded M ethod of SoC Diagnosis

V. Hahanov, E. Litvinova, V. Obrizan, W. Gharibi

Computer Engineering Faculty, Kharkov National University of Radioelectronics,
Lenin av. 14, Kharkov, Ukraine, 61166, phone: (057) 70-21-421, (057) 70-21-326,

e-mail: hahanov@kture.kharkov.ua; kiu@kture.kharkov.ua

I-1P Infrastructure

Computational and hardware complexity of modern
digital systemson achip (SoC) is characterized by millions
of equivalent gates and requires making and implementa-
tion of new high-level design technologies: Electronic Sys-
tem Level (ESL) Design, Transaction Level Modelling
(TLM) and embedded service — Infrastructure Intellectual
Property (I-IP). It means that search for high-performance
methods and facilities [1-7] reduces all researchers to ne-
cessity to increase an abstraction level of Functional Intel-
lectual Property (F-IP) models, which are created and em-
bedded into a chip. EDA market suggests facilities for
computer-aided modelling and verification of system level
devices, beginning with HDL- compilers (C++, SystemC,
SystemVerilog, UML, SDL) up to graphics environments
(Simulink, LabView, Xilinx EDK). These facilities enable
to create projects using existing library components by
means of ESL-mapping and creation of TLM-interfaces
[5]. Market appeal of the implementation of a digital sys-
tem to FPGA is determined by the followings: application
of relatively cheap chips instead of the universal proces-
sors, low power consumption, small overall size, qualita-
tive and reliable realization of the main functions due to
on-chip I-IP-infrastructure that is urgent in the century of
mobile computers.

The research aim is the development of an algebra-
logical method of SoC Functional Intellectual Property
Infrastructure that is intended for the diagnosis of SoC
components in real time. The problems: 1) State of the
market of SoC Infrastructure Intellectual Property tech-
nologies; 2) Algebra-logical (AL) method of Infrastructure
Intellectual Property on basis of the cover matrix; 3) Ap-
plication of the AL-method to diagnosis of SoC compo-
nents; 4) Practical results.

Modern design technologies of digital systems on
chips propose along with creation of functional blocks F-1P
development of service modules I-IP, which are oriented
on complex solving of the project quality problem and
yield increase in manufacturing that is determined by im-
plementation of the following services into a chip: 1) Ob-
servation for state of input and output lines in functioning,
verification and testing of standard blocks on the basis of
utilization of the boundary scan standard |EEE 1500 [7]; 2)

Testing of functional modules by means of input of the
fault detection patterns from different test generators,
which are oriented on the verification of faults or fault-free
state; 3) Fault diagnosis by means of analysis of an infor-
mation obtained on the testing stage and utilization of spe-
cial methods of embedded fault search on the basis of the
standard |EEE 1500 [7]; 4) Repair of functional modules
and memory after fixation of negative testing result, fault
location and its type on diagnosis stage; 5) Measurement of
the general characteristics and parameters of a device op-
eration on basis of on-chip facilities, which enable to make
time and volt-ampere measurements; 6) Reliability and
fault tolerance of a device operation in working that is ob-
tained by diversification of functional blocks, redundancy
of them and repair of SoC inreal time.
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In Fig. 1 the reduced structure it is represented [5],
oriented on solving the following problem: 1) testing of the
functionalities on the basis of generalizable input patterns
(Automated Test Pattern Generator) and analysis of output
reactions; 2) Fault simulation [4] to ensure the diagnosis
and repair on the basis of the fault detection table; 3) Fault
diagnosis with given resolution of fault location by means
of utilization of the IEEE 1500 multiprobe.

Automated Test Pattern Generator

Automated Test Pattern Generator for verification of
functionalities and single faults consists of a set of input
patterns generators for creation of the following tests [1,2]:
pseudo-random generator (PRTG) of input stimuli with
uniform distribution law of zero and unit signals at input



variables; test generator of hexadecimal codes (SATG) on
the basis of the signature analysis; algorithmic generator of
the test patterns, which activate one-dimensional logical
paths (SPTG), oriented on verification of given single
faults, test generator for verification of the summatory
ALU circuits (ADTG); test generator for the bus organized
structure of data transceiving (BSTG); test generator,
based on the matrix memory verification (METG); test
generator for automata, specified in the form of algorithm
flow graphs (DFTG); test generator for sequential arithme-
tic-register structures and trigger circuits (RCTG).

Generator module analyzes the structural-functional
model of a tested block and assigns a subset of such syn-
thesizers, which provide given fault cover quality (F°) and
functional modes (P°):

r"min r"min
FeJm) 2 e PEUUT) 2 Pins "
i=1 i=1

T- {TlPR ’TZSA,Tg,SP ’T4AD ,TSBS,TGME ,-I—7DF ,TSRC} '

Generalized structure of Testbench synthesis [1] (Fig.
2) includes HDL-code generator for functional testing and
verification on the stage of project development.

A number of test generators on the SoC development
stage can be considerably greater than a subset of ones that
is embedded into a chip later. So, on the simulation and
verification stage the analysis of covering features of every
test generator is performed to search for the minimal ag-
gregate configuration of them that is satisfied expression
(). It is important to say that within the next 5 years the
test synthesis ideology for SoC will borrow the best tradi-
tions of ESL-, TLM-design [6].
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Fig. 2. Structure of the Testbench synthesis process for F-IP

It means: 1) Use of the Testbench libraries of the lead
companies in the world for testing and verification of stan-
dardize functionalities, which are designated as F-IP. 2)
Application of I-1P standard solution for on-chip testing of
SoC components. 3) Creation of own test libraries for
newly developed functionalities. 4) Adoption of new tech-
nology of the test synthesis for a digital system, based on
the discrete mapping [6] of covering of functionalities and
faults of the initia specification by means of minimal
Testbench set from atest library. 5) Application of the on-
chip testability facilities, such as |IEEE boundary scan and
six I-IP components, to increase of the technological effec-
tiveness of test synthesis procedures.

Fault analysis module

Fault analysis module uses the deductive algorithm
that is oriented on verification of single faults, which are

generated on the basis of analytical or tabular definitions of
SoC functiondlities. It means that deductive simulation can
be applied for projects, represented on gate abstraction
level or on some higher one (register or system). The main
idea of this method is making deductive functionality
model on the basis of the known expression using [4]:

F={{(q®T).(%0T).....% ®T)...%, OT)IOT, (2

where deductive function F on test-vector T is the modified
definition of fault-free behaviour that enables to determine
an input fault lists, which are transported on a circuit out-
put under the influence of input signals. The model synthe-
sis strategy, proposed in the paper, is based on the creation
of a deductive element library that covers all standardize
functional elements, which are used by a designer in the
process of computer-aided project creation in a SoC form.
In this case the matter is the synthesis of a deductive struc-
ture on basis of mapping [6].

The proposed approach to the deductive analysis pro-
vides creation one more embedded model on a chip, which
must ensure practically all six services, specified by the I-
IP infrastructure standard. “Pay” for quality of diagnostic
and test assistance is a sufficiently large cost in addition to
the hardware costs, which is greater than nominal func-
tionality in 10-15 times. With that gain in the performance
in comparison with the external software realization of the
deductive analysis is 2-3 orders that practically provides
the service in real time. Another more economical solution
of the problem is the interactive modification of the deduc-
tive model circuit structure for every test-vector. For that
the internal memory of a chip is used, where the modédl is
formed in compliance with the rules, defined in (2). Map-
ping gives a deductive function, where the hardware costs
isequal to the cost of F-IP functionality.

Algebra-logical method of the fault diagnosis

The general role, assigned to the boundary scan tech-
nology [7] that is implemented into a chip now, has to
simplify solution of practically all problems of SoC Func-
tional Intellectual Property Infrastructure. The access con-
troller to internal lines and ports of the boundary scan reg-
ister uses a cell or a stage of the register. In the aggregate a
number of such cells, which provide monitoring in this
case, must be equal to the quantity of problem observable
lines of a project, which are necessary for exact establish-
ment of a diagnosis. Diagnosis procedure, based on the
boundary scan register uses information from the fault de-
tection table that is a fault set, which are covered by test
patterns. Using result information of a diagnostic experi-
ment that is represented in an experimental validation vec-
tor formV = (V1,V,,...,V},...,.Vy) and fault detection table F
[5], the diagnosis procedure is carried out in compliance
with the expression, written in the product of digunctions
form for all faults, which can give an experimental reaction
in the form of V that determined by unit and zero values:

i=Ln j=1lm
F= A(V F) 3
V=1 vMij=1

The conjunctive normal form, derived from the fault
detection table, is transformed to the digunctive normal



form by means of equivalent transformations (conjunction,
minimization and absorption). Therefore we have the Boo-
lean function, where terms are the logical product, which
represent full solution set in the fault combination form
(they give the experimental validation vector V at SoC
outputs or its component):
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Represented procedure in general case diagnoses
some fault subset that later needs a refinement by applica-
tion of additional flexing of internal points by means of the
boundary scan register. An example of defect finding is
considered on basis of the following fault detection table
(columns are faults, rows are test patterns) that is product
of the deductive fault analysis and the experimental valida-
tion vector:

T
%':1':2':3':4FSFBV
T, |1 1 1
Mol T2 1 1
T3 1)1 0
T, | 1 1 1
Ts 1 111

A number of unitsin the experimental validation vec-
tor V forms quantity of CNF disunctive terms (4). Every
term is line-by-line writing of faults (by logic operation
OR), which influence on functional outputs. Table repre-
sentation in the analytical form (conjunctive normal form)
makes possible to reduce the volume of diagnostic infor-
mation for defect finding essentially. Subsequent transfor-
mation of CNF to DNF on the basis of the Boolean algebra
identities enables to reduce the Boolean function that is
illustrated by the following result:
F=(FvF)(FvFs)(FsvFyvFs)(Fuv F)(Fy v Fs v Fg) =
=(F v F)(Fa vFs)(FavFy v Fs)(F v Fs) =
=(FF, vFFyvRFs v R F)(FFs v R F, VR v
F3F3 v F3F, v FaFg) = (FiF, v FoFy v FyFg v FyFe) ®)
(FiF4 v FiFs v Fa) = (FiFoFiFy v FoF yFiFy v FiFsFiFy v FyFsFiFy)
(FiF,FiFs v FoFyFiFg v FiFsF  Fg v FyFFi Fe)

(FiFaF3 v FyF4Fa v FiFsFa v FyFgFy) =
= FyF,Fy v FoFaF, v FiFaFg v FaFFs v FiFoFy v FiF Fe v
v FiFs = FiFg v FiFpFa v FoFsFy v FyFyFs v F o Fy.

To decrease the number of computing while carrying
out of conjunction in the first line (5), the initial notation
can be simplified in accordance with the Boolean algebra
laws:

(RvR)A(RvREVR)=(RVF). (6)
The derived result
F=hRRvRRRvERRRGvRBRE YRR (7)

represents all possible solutions (fault covering of the fault
detection table rows of SoC functionality on condition that
the experimental validation vector has all unit coordinates
V = (11111). Taking into account the actual value of the
experimental validation vector V=(11011), the simulation
of function F by substitution of zero fault values, is carried
out which are verified theoretically, but they give zero co-

ordinate in the vector V. Such fault is: F= RVvFEvE.
Final result is determined by the next function:

F=RRkvRRRBvRRR VRV
v l:1':2F4| FavFavFs=0 = 0- (8

Whatever combination is DNF conjunctive term, pre-
sented in solution

F=hRvRRRvERR vERREVRERE - (9)

covers all rows of the fault detection table according to the
definition, so addition of any zero row transforms function
F to zero without fail. So, correct solution that corresponds
to the experimental validation vector must take into ac-
count zero coordinates of the vector V. Subject to the
stated above it is necessary to eliminate the term
(F3 v F4 v F5) fromexpression (7) on CNF forming stage

F=(RVvR)FRVvRE)(RVvR)RVvFEVF)=
=(RvR)(RVvRE)(RVR)=

= (AR VR vRREVERE)(R V)=

= RF, v RFFy v RFs v AR v RFFs v

v R FRsFy v BRsFs v BsR R =

=Rk vRFs v RRF v RBFFs. (10)

The result represents all possible solutions, which
make a device reaction, determined by given experimental
validation vector:

F=RF v R v FRFy v RFgFs. (11)

Additional smulation of last Boolean function gives
final solution in the form of two faults combination:

F=hF vRRvRRR v I:3':4':5| BvRvRs=0 = RF2-(12)

Further refinement of a diagnosis is possible by ap-
plication of the multiprobe on the basis of the boundary
scan register.

Algebra-logical diagnosis model

The structure of I-1P service modules for fault diag-
nosis in F-IP functional blocks is represented in Fig. 3.
Comparator (@ ) analyses output reactions of a model and
a real device on input test vectors, entering from a test
generator. Discrepancy between model and experimental
reactions on atest forms unit coordinates of the experimen-
tal validation vector V(T)=(V1,Vs5,,...,Vj,,...,V,) for
every input pattern. Communication between the vector V
and the fault detection table (T =[T, ], t=1,p; r=1,qg+n of
dimension pxn, pisanumber of test-vectors, nisanum-

ber of stages of the boundary scan register) and circuit
structure gives a set of lines and elements, which are sus-
pected as faulty on a current test-vector. To organize com-
putational processes, which result in exact diagnosis, it is
an important metrics or initial information representation
form.
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Fig. 3. Diagnosis process model for F-1P

An interesting solution of the diagnosis problem can
be obtained by application of the Boolean algebra and the
fault detection table M that is the Cartesian product of the
test T on the set of given faults F, in the aggregate with the
experimental validation vector V, where realization of the
covering task gives maximally exact result in the DNF
form and every term is a possible variant of presence of
faults in a device. Thereby, the diagnosis process model is
represented by components:

A=<T,F,M,V >,
T=M,To,. T, Ty
F=(F.F o Fjs B
M =|Myli=1mj=1m
V=V, Vs,V V);
{Vi'TilMilej} €{03.

(13)

The diagnosis problem solution consists of analysis
of the fault detection table, formed at fault simulation, by
writing logical product of disunctions (CNF), which are
formed by unit values of the fault detection table rows (3).
Then CNF is transformed to DNF (4) by means of equiva-
lent transformations. Therefore Boolean function is turned
out, where terms (logical products) are full solution set that
is fault combinations, giving the experimenta validation
vector, formed in the process of diagnosis experiment, at
functional outputs.

Sumulation for F-1P diagnosisrefinement

Obtained digunctive form (4) is basic model for de-
fect finding. It does not always identify a functional fault
definitely, so it needs procedures which improve diagnosis.
First of all it should be noted that all rows of the matrix
M =TxF, which were marked by zero values of the ex-
perimental validation vector, can be joined in a digunction
of faults (4), which can not be present in a circuit.

The creation of form (3) from concerned fault detec-
tion table enables to determine all faults, which can not be
present in acircuit:

EZ(FZVF7)V(F3VFGVFQ)V(Fl)V(FlvFZ)V
v (F3) v (Fs v Fg) v (F7)=
=(F,vF, VRV vy vE V)=

Analysis of the expressions, represented by formulas
(13) and (14) results in interesting conclusions: 1) Faults,

which can not be present in a circuit, are determined in the
DNF terms, obtained by zero rows concerning the experi-
mental validation vector; 2) Faults, which are in DNF,
must be removed from function (14); 3) In this case re-
moval of the fault Fs results in breakup of two terms
F4FRsFg v F4F5F, asfar as without the fault Fs, every one

of them separately can not form given experimental valida-
tion vector; 4) So, it makes the sole conclusion — double
fault that is determined by the term F= (F4Fg) is present
in a circuit; 5) Computational complexity of gaining exact
and full solution set is determined by expression
Q=2"12m+1), misanumber of faults.

If to designate absence of the concretefault K =0, it

can to form input conditions for DNF (11) for subsequent
simulation of the function on the following initial condi-
tions:

(R.F»,F3,Fs, Fg, F7, Fy) = (0000000) . (15)
Then smulation result of the function
F=(FaFsFg v F4RsFpo v F4Fg) is equal to

F= (F4OF9 \Y F40F10 \Y F4F8) = F4F8 .

Actualy, if the faults (F,F,R, K, Fs,.F,F),
which are verified on the test patterns theoretically, give
the negative result (don’t distort the output states), it means
they are absent in a circuit. Support of this fact is corrobo-
rated by the following proof.

Lemma 1. Full set of all possible fault combinations,
which are verified by the test T, is determined as DNF, and
obtained by transformation of a conjunctive form

i=Ln j=Lm 2M m
F= AN (V Fj):_\/(_/\kij), (16)
YVi=1 VMjj=L i=1 j=1

every term of that is written by unit values of the fault de-
tection table row [18] M =T xF corresponding to the ex-
perimental validation vector state V; =1.

Initial information, formed in compliance with unit
values of the experimental validation vector, is full model
of faulty behavior of a real object, which forms the ex-
perimental validation vector with fixed quantity of units
(fault detection table rows) that is equal to k. Every row
forms a fault digunction, written by OR. A number of such
digunctions is equal to k, they are logical multiplied and
form full and consistent set of events (faults), which are
present in a circuit simultaneously. By multiplication of
elementary digunctions with subsequent simplification of
the expressions and using the axioms
(avab=b; ava=a) DNF that includes all possible com-
binations, written in the elementary conjunctions form, is
turned out. Considering identity of made transformations,
the obtained function is equivalent to the initial CNF at
logic and it is technological notation of all solutions (fault
combinations), which arein a circuit, essentially.

Lemma 2. All faults, verified in the fault detection
table rows M =TxF and marked by zero values of the
experimental validation vector V; =0 are absent in area
object.

In reality, the fault detection table M =T x F has unit
and zero rows concerning the experimental validation vec-
tor value:



{M p(0110) >V, =1; a7

M (0101) — V, =0.

The row p detects presence of two faults F, v Rz ina
circuit. The row q evidences of theoretical verification of
the faults F, v F if the vector isequal to 1: Vg =1. But

practically the signal Vg =0 shows nonessentiality of the

faults F, v F, for distortion of circuit outputs. Or these

faults are absent in a tested device. Put zero signas for
F, v F4 in the function F=F, v F3 and obtain the result:

F=F, v R3|F,-F,-0 = F3. Analogous, al faults which are

determined in the rows, corresponding to zero values of the
experimental validation vector, are absent in a circuit. But
if it is true they must be removed from DNF, written by
unit values of the vector V. So, there are DNF terms and a
fault set, which can not exist in a circuit for given experi-
mental validation vector and the procedure of substitution
of zero signals in the variables of elementary conjunctions
of DNF function can be carried out. But, in consideration
of the fact 0nanbac..=0 the result of substitution and
subsequent transformations to obtain minimal function will
have only the terms, which don’t have variables (faults)
with zero signal value. It means that the faults which con-
cern to zero fault detection table rows (concerning the vec-
tor V), will be removed from DNF.

Theorem 1. Minimal set of all possible fault combi-
nations, which are determined by the fault detection table
M =TxF, is computed by DNF simulation on an initial
conditions set

2™ m
F= I\=/1(j/=\1 KiFj| (vRg=0)-(aM pg=D& (vp=0) »  (18)
specified by zero values of all verified faults, which corre-
spond to zero signals of the experimental validation vector.
In compliance with lemma 1 full set of al possible fault
combinations, verified by a test, is determined in DNF
form
2™ m
F:V(/\kij), (19)
i=1j=1
that forms all solutions, which satisfy unit values of the
experimental validation vector Vg =1. It can be decreased

by removal of the faults, which are verified by a test theo-
retically, but really they don’'t distort the output states on
the test patterns, that mean complete absence of them in a
real circuit. So, they can be removed from DNF terms,
which is a full set of all possible combinations. The re-
moval mechanism, according to lemma 2, is substitution of
zero variable values to DNF terms and subsequent simula-
tion (simplification) of the function. If a term has zero-
component one of the variables F, according to the alge-

bra of logic whole term is turned into O, that means re-
mova of it from DNF. After minimization subject to
lemma 2 the minimal DNF is received that contains the
minima quantity of possible fault combinations (single
and multiple ones) that can not be decreased without addi-
tional diagnostic information incoming from the multi-
probe on the basis of boundary scan register.

So, proposed algebra-logical diagnosis method uses
Boolean calculus as the basic apparatus for solving the
covering task by getting the digunctive form that then is
minimized by removal of the terms, which have fault vari-
ables, relating to the rows with zero values of the vector V.
For little quantity of faults in SoC the computational com-
plexity enablesto realize fault finding in real time.

Conditional diagnosis of F-IP by DNF

To decrease precautionary faults field the half-
division method is used, based on the interactive procedure
of internal check point flexing, that provides the obtained
fault DNF by additional information to decrease a fault set.
In this case as such tester the boundary scan register can be
used that is able to determine an internal line state for fault
removal or its confirmation. The check point choice strat-
egy is based on approximately half-division of precaution-
ary set (removal of half faults by simulation on every step)
and simplification of the initial DNF. The essence of the
half-division method on digunctive norma form that
represents all possible fault combinations in a circuit can
be demonstrated by the following example:

F=(FsRsFy v FyRsFg v F4Rg) (20)

Choice of the first check point Fg = 0 turns the Boo-
lean function into reduced expression:

F:{Fg =0 (RRshy VRaRsho v RaFe) = Rssho v RaFs: 21)
R =1-(RRsRy vRRsFo vRaRg) = Ry v R v Rs.

If Fg = 1, it means confirmation of aline fault and de-
crease of DNF size do not happen. It is necessary to orient
the check point choice algorithm on maximal decrease of
the initial DNF after definition of the initial conditions (F;
={0,1}) for simulation. Weights of DNF powers, obtained
in the process of simulation the both verification states, can
be used as the check point choice criterion.

Check point choice rules are regulated by the follow-
ing assertions.

Assertion 1. If F is present in all DNF terms, there
exists given fault in a circuit without fail and it is not nec-
essary to test it. Otherwise, if to suppose that verification
result is zero, al termsisturned into zero and this fact con-
tradicts to the existence condition of nonzero values of the
experimental validation vector V.

Assertion 2. There is a single fault combination in a
circuit that is determined by a single DNF term. If it is
found one confirmed solution in the DNF term form other
terms should be removed from consideration by reversal of
them to zero.

The check point minimization problem is reduced to
carrying out of two alternative strategies: 1) consideration
of variables in the terms of minimal length to corroborate
al faults in aterm by flexing; 2) verification of such vari-
ables, which turn maximal quantity of DNF termsto zero.

Conclusion

Scientific novelty and practical importance of the re-
search: 1) Algebra-logical method and algorithm of fault
embedded diagnosis in functional blocks of SoC that uses
preliminary analysis of the fault detection table for de-
creasing its size and the volume of subsequent calculations,



related with DNF forming, which determines all solutions
of SoC functionalities diagnosis, are proposed. 2) Reduced
SoC Functiona Intellectual Property Infrastructure is pro-
posed that is characterized by minimal set of the embedded
diagnosis processes in real time and enables to realize the
services: testing of the nominal functions on basis of gen-
erable input patterns (Automated Test Pattern Generator)
and analysis of output reactions; fault diagnosis with given
resolution of fault location by means of utilization of the
I|EEE 1500 multiprobe; fault simulation to provide realiza-
tion of the first two procedures on the basis of the fault
detection table. 3) The mapping model of the deductive
structure is represented synthesis process that differs by
utilization of the deductive component library, covering all
standardized functional elements, it enables to create the
SoC functionality deductive model in computer-aided
mode. 4) The mapping-model of fault synthesis that differs
by utilization of the embedded test generators library for
DSP functionality of SoC is proposed: It enables to de-
crease the time of test construction essentialy, at that tests
are designed for functional and fault verification.

The algebra-logical representation of the covering
problem has appeal that is directed on optimal solution of
al synthesis and analysis problems of complex systems,
where the mapping problem exists: 1) a specification — a
set of library components; 2) faults — test patterns; 3) func-
tionalities — Testbench; 4) faulty elements — reserved ones,
5) object states — surveillance lines.

To decrease the dimension of the mapping problem it
is necessary to structure the initial model by means of the
hierarchy making, that is typical and used everywhere in
computer-aided design of systems (ESL-, TLM-
technologies).

A priori definition of the fault detection table in the
Boolean function form is attractive by its compactness, that
on a concrete experimental validation vector is transformed
to compact form, which determines DNF terms as all pos-
sible solutions of faulty repairable components.

Further research is oriented on the development of
testability structure of the system and hardware BIRA
module for embedded repair of whatever components in
appearance of faults on production and operating stages.
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means of use of the Boolean algebra apparatus is proposed. The method enables to carry out the memory repair automatically in the
process of functioning and it can have hardware or software embedded realization that is a service module of fault repairing. Ill. 3, bibl.
7 (in English; summariesin English, Russian and Lithuanian).

B. XaxauoB, E. JlutBunoBa, B. OGpu3zan, B. Tapuéu. Merox BcTpoeHHOro auarHocrupoBanusi SOC // DijekTpoHuKa u
ekTporexuuka. — Kaynac: TexHosorus, 2008. — Ne 8(88). — C. 3-8.

IIpennokena WHpPacTPyKTypa CEpBHCHOTO OOCITyXuBaHUS (QyHKIHOHaNbHOCTeH SOC, KoTOpas OTIMYAeTCS MUHHMAIBEHBIM
HabOpOM TPOIECCOB BCTPOSHHOTO AMArHOCTHPOBAHUS B PEAbHOM MaclITabe BPEeMEHH U JaeT BO3MOXKHOCTH OCYIIECTBIISITH CEPBHCHI:
TECTUpOBaHHE (YHKIMOHAJIBHOCTEH HAa OCHOBE TI'CHEPUPYEMBIX BXOJHBIX IOCJICJOBATEIPHOCTEH M aHajIn3 BBIXOIHBIX PEaKIHi;
JMarHOCTUPOBAaHKE C 3aJaHHOMN INIyOMHOH noucka aedexros B SOC; MoJennpoBaHHe HEHCIIPABHOCTEH B LIEISAX BBINOJIHCHUS IEPBBIX
JIBYX MpoLENyp Ha OCHOBE TaOmMIbl HEHUCIpaBHOCTEH. IIpeuioxkeH CTPYyKTypHO-anreOpamueckuii  METOJ BCTPOCHHOTO
JMarHOCTUPOBaHuA ehekToB B GpyHKIHMOHAIBHBIX 010Kkax SOC, MCIIONB3YIONIMIT TPeIBAPUTENIbHBII aHAIN3 TaONULBI HEUCIPABHOCTEH
B LIEJIX YMEHBIICHUS ee 00beMa U MOCIEAYIONIUX BRIUUCICHUH, CBI3aHHEIX ¢ ocTpoeHneM JJH®, xoropas ¢popMupyer Bce pemeHns
110 yCTAaHOBJICHHIO Auarfo3a ¢yHkiuoHambHOcTed SOC B peanbHOM Macmtabe Bpemenu. Wi 3, 6ubm. 7 (Ha aHTImiicKOM SI3BIKE;
pedepatsl Ha aHTIIMIICKOM, PYCCKOM H JINTOBCKOM S13.).

V. Hahanov, E. Litvinova, V. Obrizan, W. Gharibi. [terptinis SoC sistemy diagnostikos metodas // Elektronika ir elektrotech-
nika. —Kaunas: Technologija, 2008. — Nr. 8(88). — P. 3-8.

Pasitilyta SoC funkcionalumo aptarnavimo infrastruktura. Ji issiskiria i$ kity minimaliu jterptinés diagnostikos realiu laiku procesy
rinkiniu ir leidzia jgyvendinti tokias funkcijas: funkcionalumo testavima remiantis generuojamomis j¢jimo sekomis ir is¢jimo reakciju
analize; SoC defekty paieskos gylio nustatyma diagnostikos metu; gedimuy modeliavima, siekiant realizuoti pirmasias dvi funkcijas,
remiantis gedimy lentele. Pasitlytas struktirinis-algebrinis jterptinés funkciniy SoC bloky defekty diagnostikos metodas, paremtas is-
ankstine gedimy lentelés analize. 11. 3, bibl. 7 (angly kalba, santraukos angly, rusy ir lietuviy k.).



