Applying eXplainable AI Techniques to Interpret Machine Learning Predictive Models for the Analysis of Problematic Internet Use among Adolescents
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Abstract—This research focuses on the potential application of artificial intelligence (AI) techniques in the analysis of problematic internet use among adolescents. Using tabular data from a representative sample from Serbian high schools, the authors investigated the feasibility of employing eXplainable AI (XAI) techniques, placing special emphasis on feature selection and feature importance methods. The results indicate a successful application to tabular data, with global interpretations that effectively describe predictive models. These findings align with previous research, which confirms both relevance and accuracy. Interpretations of individual predictions reveal the impact of features, especially in cases of misclassified instances, underscoring the significance of XAI techniques in error analysis and resolution. Although AI’s influence on the medical domain is substantial, the current state of XAI techniques, although useful, is not yet advanced enough for the reliable interpretation of predictions. Nevertheless, XAI techniques play a crucial role in problem identification and the validation of AI models.

Index Terms—Artificial intelligence; Machine learning; Medical services; Addiction.

I. INTRODUCTION

Artificial intelligence (AI) has become an inevitable factor in many areas of human society. AI offers solutions that have led to accelerated transformation in areas such as finance, transport, education, and especially medicine. In the field of medicine, artificial intelligence has gained importance through various applications, such as applications for image analysis, natural language processing, predictive analysis, and others [1]–[5]. AI helps medical professionals in better diagnosis, treatment planning, drug discovery, and better planning and resource allocation.

However, with more frequent use and increased complexity of the models used, such as machine learning (ML) models and deep learning models, numerous questions and doubts have arisen related to understanding decision-making process of these models [6]. The “black box” paradigm is often used to describe most AI models. The metrics used to assess the quality of AI models lack the ability to describe the internal functioning of these models. This has led to the development of a distinct field of artificial intelligence known as eXplainable AI (XAI). XAI is tasked with providing explainability and interpretability of AI models.

In recent years, XAI has gained increasing importance, especially in key areas such as medicine. The application of AI in medicine usually involves the use of complex models whose decision-making process is difficult to understand and interpret. In addition, the “black box” nature of these models is extremely critical to their application in clinical conditions, as they cannot provide the necessary explanations to medical experts [7]. In such cases, the existence of XAI is crucially important. XAI should provide medical professionals with the ability to understand the logic that exists behind the decisions proposed by artificial intelligence models, which would significantly increase confidence in those models and ensure that patient care would remain the shared responsibility of AI and humans [8].

XAI methods are highly dependent on the type of data [9]. For images, techniques are usually used to highlight parts of the image or select pixels that participate in the decision-making process. For textual data, techniques for extracting
relevant features from semistructured text are used. For tabular data, XAI techniques are usually based on determining and comparing the relevance of different features.

Due to the rapid development of deep neural networks, many applications based on these models are being developed in the medical field for processing medical images or unstructured textual data [10]. However, the importance of tabular data in medicine and the need for its analysis should not be ignored. Patient records, laboratory results, and clinical data are often organised and stored in tabular format [5]. Therefore, AI models used for tabular data require appropriate XAI techniques. These methods help healthcare providers understand the variables that influence AI predictions, facilitating better-informed decisions and personalised patient care plans [11, 12].

The focus of this research is the possibility of applying different machine learning techniques to address behavioural addictions. The group of authors reported a limited number of articles (less than 0.25%) dealing with the interdisciplinary field of machine learning and addiction [2]. Only a small subset of identified articles addresses the issue of behavioural addictions. Specifically, the authors of this paper address explainable artificial intelligence (XAI) approaches in the context of behavioural addictions. Given that data in this domain, mostly originated from electronic health records and surveys, is tabular, our focus is on XAI techniques to interpret and enhance the analysis of tabular data in behavioural addiction applications.

II. BACKGROUND

Explainable AI is not a new field since, in expert systems of the 1980s, there were reasoning architectures to support an explanation function for complex AI systems [13]. Trust is intricately linked with explainability, since the level of trust in an AI system depends on the visibility a human has in its operations. Consequently, AI algorithms should provide understandable justifications for their outputs, offering insights into the inner workings of the AI system.

In the literature, various terms such as “understandability” (“intelligibility”), “comprehensibility”, “interpretability”, and “transparency” are interchangeably used in the context of explainable AI (XAI) [14]. Transparency in an AI model implies inherent self-understandability, while interpretability involves explaining the meaning of the model in understandable terms to a human. Understandability, a most essential concept within XAI, denotes the characteristic of a model to make a human understand its function - how the model works - without the need to explain its internal structure or the algorithmic means by which the model processes data internally [15]. Both transparency and interpretability are strongly related to understandability: While transparency refers to the self-understandability of the model, understandability measures the degree to which a human can understand a decision made by a model [14]. Comprehensibility, associated with an algorithm’s ability to represent learnt knowledge in a human-understandable manner [16], is interconnected with understandability, relying on the audience’s ability to grasp the model’s knowledge. One possible definition of XAI, emphasising the perspective of the end user [13], is provided in [17] as: “to create new or modified ML techniques that produce explainable models, enabling end users to understand, trust, and manage emerging AI systems effectively when combined with explanation techniques”.

Based on the literature, the concepts of XAI within different application domains are categorised as [18]–[20]:

- **Stage of Explainability**: The stage of explainability refers to the phase of the AI process when a model generates the explanation for the decision it provides. According to [19], [20], the stages are as follows:
  - Ante-hoc methods: Involves generating the explanation for the decision from the very beginning of the training phase [18]. It can also be devided into premodelling and during modelling explainability [13], [21]. The goal of premodelling explainability is to understand and describe data used to develop models, whereas the goal for during modelling explainability is to develop inherently more explainable models. This stage is applicable to transparent (intrinsic) models like linear regression, logistic regression, k-nearest neighbour, rule-based learners, general additive models, Bayesian models, and decision trees [7].
  - Post-hoc methods: Comprise the external or surrogate models and the base model [18]. The base model remains unchanged, and the external model mimics its behaviour to generate explanations. Post-hoc methods are further classified as model-agnostic (applying to any AI/ML model) and model-specific (confined to models). These methods are associated with models that are perceived as “black box” models from the user’s perspective, e.g., support vector machines and neural networks.
  - **Scope of Explainability**: Defines the extent of an explanation produced by some explainable methods. Recent studies [19]–[21] distinguish between global and local scopes. The global scope makes the whole inferential technique of a model transparent or comprehensible to the user. On the other hand, local scope refers to explicitly explaining a single instance of inference to the user.
  - **Input and Output formats**: Alongside core concepts, stages, and scopes, input and output formats are significant in the development of XAI methods [19], [20]. The mechanisms of explainable models unquestionably differ when learning different input data types, such as images, numbers, texts, etc. The most common forms of explanations are numeric, rules, textual, visual, and mixed. As mentioned previously, the focus of this paper is on XAI techniques for interpreting and enhancing the analysis of tabular data derived from digital health records and surveys.

III. PROBLEMATIC INTERNET USE

The authors have already highlighted the limited research in the multidisciplinary area of medicine and AI on behavioural addictions. This paper focuses specifically on the application of AI and XAI methods in addressing behavioural addictions, with a focus on problematic Internet use. The term “Internet addiction” and “problematic Internet use” (PIU) are used to describe patterns of Internet use marked by excessiveness, loss of control, neglect of other essential activities, and continued engagement despite adverse consequences, including distress and functional
Adolescents and young adults, as a particularly sensitive demographic, are increasingly facing very real and sometimes severe consequences in their daily lives arising from inadequate Internet use [23], [24]. This demographic group, including adolescents and young adults, represents a significant fraction of Internet users and is the group with the highest risk of developing PIU within the general population. Adolescents, the most exposed population, are particularly prone to various types of addiction, and constitute the demographic that engages the most with the Internet [25], [26].

The exploration of how specific Internet activities and content may both decrease and increase the risk of developing PIU is particularly interesting. Monitoring the development of the PIU by analysing the impact of various online activities, the content that adolescents engage in, their daily habits, and the potential influence of temperament poses a considerable challenge. To address this, a nationally representative sample of adolescents was formed to monitor the development of PIU. Various analytical methods were used to fully analyse the database of samples collected. Conventional data analysis approaches sometimes proved insufficient. Consequently, the application of ML methods emerges as a solution to overcome these limitations, facilitating a more robust identification of target groups for interventions.

To create a nationally representative sample of adolescents, the research focussed on high school students aged 16 and 17. Stratification occurred first by regions, then by cities within regions, and finally by schools within cities. Within schools, a random sample, determined by the number of classes, decided the participating departments. The final stratified proportional sample comprised 48 schools, representing approximately 10% of all high schools in the Republic of Serbia. The final sample included 2113 adolescents, out of the 2239 initially surveyed, with 56% being female and 44% male, and an average age (mean) of 16.73.

A four-part questionnaire was created for the research participants, covering the following aspects [23], [27], [28]:
- Sociodemographic characteristics: This section collected information on gender, age, satisfaction with socioeconomic status, and academic achievement.
- Intensity of Internet use: The frequency and duration of Internet use.
- Internet content and types of online activities: Participants provided details on the content they were interested in (e.g., politics, sports, music, pop culture, pornography) and the types of online activities they engaged with (e.g., email, chat, social networks, online games).
- Habits: This section explored the habits of the participants, including engagement in sports, fast food consumption, alcohol consumption, intake of energetic drinks, coffee consumption, and smoking.

The questionnaires were used to rate participants according to the Internet use disorder scale (IUDS) [27]. The IUDS included 18 items that participants rate according to a five-level Likert scale (from [1 - minimally] to [5 - completely]), including the questions related to compulsive Internet use, the symptoms of abstinence, and increased tolerance, as well as the questions related to the problems at work and school (Kronbah’s alpha coefficient $\alpha = 0.815$). According to the scores of the subjects on the scale (cut-off 39/40), they were divided into two groups: those with and without PIU.

Furthermore, TEMPS-A for adolescents (A TEMPS-A) was used to determine the temperament of the participants. TEMPS-A is a self-evaluation questionnaire that determines which type of affective temperament is the following: depressive, cyclothymic, hyperthymic, irritable, and anxious [28]. According to the definition of affective temperament, the hyperthymic temperament is released from the depressive characteristics, and vice versa, the depressive temperament does not contain any of the hyperthymic components. A TEMPS-A is a completely new version of the scale adjusted to the age of adolescents [27].

IV. DATA PREPROCESSING

The analysis of the adolescent Internet use sample (PIU data set) involved descriptive statistical methods. Descriptive statistics, such as measures of central tendency (arithmetic mean), measures of variability (standard deviation), and structural indicators expressed as percentages, were used. The PIU data set was exported as a text file containing comma-separated values.

The next step focussed on preparing the PIU data set for the ML algorithms. All data preprocessing is performed with Python 3.10 using the scikit-learn library [29]. Initially, features with missing values (reflecting participants who avoided or omitted responses to certain parts of the questionnaire) were identified. To address this, records with missing class-label attributes (approximately 5% of the data set) were removed. The remaining missing values were treated as missing at random (MAR) [30] and imputed using the imputation of k-nearest neighbours (kNN). KNN imputation involves finding the k most similar records and imputing the missing value with a summary metric from those k records. In this case, Euclidean distance was used to measure, with a value of k set at 10. The mean value of the feature was used for the imputation.

The data set was normalised using the standard scaler, ensuring that each feature had a mean of zero and a standard deviation of one [30]. During preprocessing, the isolation forest approach was used to identify outliers. Identified outliers were removed, leaving 1908 records in the PIU data set.

For the remaining records, it was determined that the distribution of the class label feature was skewed. Clearly, in such scenarios, the metrics of the ML model may become biased. To address the imbalanced data set, the resampling approach was used. There are two types of methods that can be used: undersampling and oversampling. In most scenarios, oversampling is a preferred technique because undersampling may result in the removal of records carrying valuable information. For the resampling of the PIU data set, the synthetic minority oversampling technique (SMOTE) [31], [32], implemented in the imbalance-learn library [33], was chosen. SMOTE is an oversampling technique in which synthetic samples are generated for the minority class, achieving a binary class distribution of 1:1. These synthetic samples are created using the kNN algorithm to identify k.
neighbours, which are then used to interpolate new synthetic instances.

V. METHODOLOGY

After completing the data preparation process, various feature selection and feature importance techniques described in this paper were applied to the prepared PIU data set. The entire implementation is based on the use of the Python 3.10 programming language and the scikit-learn library, and it is available on the public GitHub repository [34]. Due to the random nature of different machine learning algorithms, results may vary from case to case. Therefore, the results of the execution of the code in this paper were recorded in the form of an HTML file, which is an integral part of the GitHub repository.

An overview of the XAI methods used is presented in Table I. In this research, eight different XAI techniques were considered. These techniques are divided into two main groups based on their approach: feature selection techniques and feature importance techniques. While feature selection techniques are categorised as ante-hoc methods, all feature importance techniques are considered post-hoc methods. Feature selection techniques offer an interpretation of the entire model (global scope), whereas certain feature importance techniques also provide a local interpretation of individual predictions (local scope). Most techniques, excluding tree-based classifiers, are model-agnostic, implying that their model interpretations are not dependent on the specific model itself. As mentioned earlier, given the nature of the PIU data set, the emphasis is placed on techniques that facilitate working with tabular data.

<table>
<thead>
<tr>
<th>Method</th>
<th>Selection type</th>
<th>Stage</th>
<th>Interaction</th>
<th>Scope</th>
</tr>
</thead>
<tbody>
<tr>
<td>Univariate feature selection</td>
<td>filter</td>
<td>ante-hoc</td>
<td>model agnostic</td>
<td>global</td>
</tr>
<tr>
<td>Lasso</td>
<td>embedded</td>
<td>ante-hoc</td>
<td>model agnostic</td>
<td>global</td>
</tr>
<tr>
<td>ElasticNET</td>
<td>embedded</td>
<td>ante-hoc</td>
<td>model agnostic</td>
<td>global</td>
</tr>
<tr>
<td>Genetic Selection</td>
<td>wrapper</td>
<td>ante-hoc</td>
<td>model agnostic</td>
<td>global</td>
</tr>
<tr>
<td>Tree classifiers</td>
<td>N/A</td>
<td>post-hoc</td>
<td>model specific</td>
<td>global</td>
</tr>
<tr>
<td>LIME</td>
<td>N/A</td>
<td>post-hoc</td>
<td>model agnostic</td>
<td>local</td>
</tr>
<tr>
<td>SHAP</td>
<td>N/A</td>
<td>post-hoc</td>
<td>model agnostic</td>
<td>global and local</td>
</tr>
<tr>
<td>Permutation feature importance</td>
<td>N/A</td>
<td>post-hoc</td>
<td>model agnostic</td>
<td>global and local</td>
</tr>
</tbody>
</table>

The selection of univariate features involves selecting the most relevant features based on univariate statistical tests. It is a variant of the correlation-based feature selection method. In the case of the PIU data set, the analysis of variance (ANOVA) F-test was used [35]. This test computes the F-value for each feature in relation to class-label, trying to identify the most relevant features for predicting the class-label feature. Features that are highly dependent on the class-label will have high scores.

Both Lasso (L1 regularisation) and ElasticNET (a combination of L1 and L2 regularisation) regressions from the scikit-learn library were used for feature selection in the PIU data set. The coefficients of both regressions represent the linear relationship between the features and the class-label. A larger absolute value of a coefficient indicates a stronger effect of the corresponding feature on the class-label. The sign of a coefficient indicates the direction of the effect: positive for positive correlation, negative for negative correlation. Coefficients with a value of zero indicate that the corresponding features are not relevant to the model.

The sklearn-genetic-opt library [36] offers an implementation of wrapper techniques for feature selection based on an evolutionary approach. These techniques enable partition of data set features into two sets: one comprising features influencing class-label prediction and the other containing features with no impact on class-label prediction. These techniques were applied to train the RandomForest model for classification on the PIU data set.

Decision tree-based estimators already have embedded mechanisms to compute the importance of features. The relative rank (i.e., depth) of a feature used as a decision node in a tree can be used to assess the relative importance of that feature with respect to the predictability of the target variable. The features used at the top of the tree contribute to the final prediction decision of a larger fraction of the input samples. Therefore, the expected fraction of the samples they contribute to can be used as an estimate of the relative importance of the features.

For the PIU data set, various classifiers from the scikit-learn library were used to create predictive models: DecisionTreeClassifier, RandomForestClassifier, and GradientBoostingClassifier as ensemble methods, along with AdaBoostClassifier and BaggingClassifier as ensemble metaestimators. Additionally, the XGBoost implementation of the gradient boosting tree model was used [37]. To create prediction models, the PIU data set was divided into training and test sets in a 90:10 ratio (stratified split with a shuffle). Hyperparameter optimisation was performed for all models using the grid search with the cross-validation method, and the validation of the obtained models was performed using the k-fold cross-validation with the value of k set to 10 and stratified shuffle splits. Folds are made by preserving the percentage of samples for every class. The trained models were evaluated using standard classification metrics, including accuracy, precision, recall, and F1-measure (Fig. 1).

All models, except the BaggingClassifier model, support the computation of feature importance. For the BaggingClassifier, the computation of feature importance is implemented based on the mean of feature importance in each individual estimator that comprises the model. Due to the random split of cross-validation folds, results from validation tend to vary. However, given the minimal margin in results across various tree models, the feature importance of the PIU data set is calculated as the mean of the importance they have in each of the individual models (Fig. 2).

For the analysis of global and local interpretation results, we used a RandomForest classifier. The classifier was trained using the PIU data set training set and accuracy assessment was performed on the test set. The classifier achieved an estimated accuracy of around 76%, and the complete
Fig. 1. Comparison of classification metrics for different tree classifiers.

Fig. 2. Feature importance results using tree classifiers.
Local interpretable model-agnostic explanations (LIME) [38] offers local interpretability for any supervised ML algorithm. We decided to evaluate LIME against the predictions generated by the RandomForest classifier model. LIME is designed to attribute a model’s prediction to human-understandable features. It is important to note that LIME does not provide global interpretability for ML models. If we require global interpretability using LIME, we need to run the explanation model on a diverse but representative set of instances from the data set to return a nonredundant explanation set that is a global representation of the model.

The shapley additive explanations (SHAP) method [39] works by computing the Shapley values [40] for each feature in the input space. The model can be applied to any supervised ML algorithm. Once the Shapley values are computed, various visualisation techniques can be used to gain insight into the decision-making process of the model. We decided to evaluate SHAP against predictions generated by the RandomForest classifier model.

Eli5 [41] is a Python library to inspect machine learning classifiers and explain their predictions. The library implements various XAI techniques, including permutation feature importance. In this paper, we leverage Eli5 to assess the effectiveness of the permutation feature importance method in the context of RandomForest classifier predictions.

VI. RESULTS

During this research, the authors of the paper treated feature selection techniques and feature importance techniques equally as eXplainable Artificial Intelligence (XAI) methods that can be utilised to explain and interpret AI models. However, some authors make a clear distinction between these two approaches, claiming that only feature importance techniques can be considered XAI techniques [42]. The literature often does not mention a direct connection between feature selection techniques and the interpretability of AI models. This connection is somewhat implicitly assumed, since a smaller number of features leads to the creation of simpler AI models, and there are studies that directly establish a link between the interpretability of AI models and their complexity [8]. The authors of this paper believe that this fact establishes a direct connection between feature selection techniques and XAI and that feature selection techniques can play a significant role in XAI.

The results of the analysis of the importance values of global features are presented in Table II. For each feature, we counted the number of occurrences in the top 10 features identified by each XAI method used, except for the LIME method, which does not support global feature importance.

<table>
<thead>
<tr>
<th>Feature selection methods</th>
<th>All methods</th>
<th>Feature importance methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feature</td>
<td>top_n</td>
<td>Feature</td>
</tr>
<tr>
<td>Internet Use (hours per week)</td>
<td>3</td>
<td>Internet Use (hours per week)</td>
</tr>
<tr>
<td>Average time spent on FB</td>
<td>3</td>
<td>Average time spent on FB</td>
</tr>
<tr>
<td>Cyclothymic temperament</td>
<td>3</td>
<td>Cyclothymic temperament</td>
</tr>
<tr>
<td>Attitude about time on the Internet</td>
<td>3</td>
<td>Attitude about time on the Internet</td>
</tr>
<tr>
<td>Everyday FB use</td>
<td>3</td>
<td>Everyday FB use</td>
</tr>
<tr>
<td>Surfing</td>
<td>3</td>
<td>Surfing</td>
</tr>
<tr>
<td>Smoker</td>
<td>3</td>
<td>Irritable temperament</td>
</tr>
<tr>
<td>Internet Use (hours per day)</td>
<td>2</td>
<td>Internet Use (hours per day)</td>
</tr>
<tr>
<td>Anxiety temperament</td>
<td>2</td>
<td>Arts and culture</td>
</tr>
<tr>
<td>Hyperthymic temperament</td>
<td>2</td>
<td>Online games</td>
</tr>
<tr>
<td>Achievement</td>
<td>2</td>
<td>Social networks</td>
</tr>
<tr>
<td>Anxiety temperament</td>
<td>3</td>
<td>Anxiety temperament</td>
</tr>
<tr>
<td>Smoker</td>
<td>3</td>
<td>Arts and culture</td>
</tr>
<tr>
<td>Hyperthymic temperament</td>
<td>2</td>
<td>Energy drinks</td>
</tr>
<tr>
<td>Achievement</td>
<td>2</td>
<td>-</td>
</tr>
</tbody>
</table>

In addition to the significant overlap in the results obtained...
by different methods, the results closely align with the expectations derived from previous research. It is evident that all features related to time spent on the Internet (Internet Use (hours per week), Internet Use (hours per day), Average time spent on FB), and the use of Internet services (social networks and Internet surfing) significantly influence the occurrence of PIU addiction. Interestingly, there is no overlap between the time spent on the Internet and the time spent on FB. Participants in the study may perceive the use of social networks as a separate activity from Internet use, not considering social networks as part of the Internet. This poses an interesting question for future research.

Another group of features that significantly influence PIU disorder are different types of affective temperament. The common neurobiological basis for the development of behavioural addictions and substance addiction is well-explained today. Specifically, in numerous studies, the cyclothymic temperament consistently exhibits the strongest association with substance addiction [43]. Additionally, our results show a strong influence of irritable temperament on the development of PIU addiction.

It is important to note that, unlike other methods, both Lasso and ElasticNET identified features with a negative impact on PIU addiction, suggesting their potential role as protective factors. Both methods have identified the same group of these features, including Sports and Hyperthymic temperament, for example. This opens an interesting question for future research regarding a possible preventive protective model.

For analysis, local interpretations of individual predictions were generated using LIME [38], SHAP [39], and permutation feature importance methods [41]. Figure 4 is an example of a local interpretation of a permutation feature importance method for a single instance from the PIU data set. The interpretation includes the contribution of each feature to the final prediction, distinguishing between features with a positive impact and those with a negative impact on a prediction.

The results of the local interpretation analysis are presented in Table III and are based on data from local interpretations generated using the permutation feature importance method. Similar results can be obtained using the LIME and SHAP methods as well. Table III contains information about each type of result from the confusion matrix, the number of instances belonging to that type of result, and the average number of features from the set of relevant features determined by global interpretations of the model, which were used during the prediction of these instances.

Based on the data from Table III, it is evident that the model generates predictions, whether accurate or inaccurate, based on features determined as relevant according to global interpretations of the model. In the case of misclassified instances, XAI models have proven crucial for further analysis. Figures 5 and 6 represent local interpretations generated by the LIME and SHAP methods, respectively, for an instance that was misclassified as a negative instance (false negative instance).

Figure 5 illustrates the graphical representation of the LIME interpretation for a misclassified (false negative) individual instance from the PIU data set. On the left side of the image, the prediction probabilities are displayed. Each possible prediction value is assigned a colour consistent throughout the image. In the central part of the graphical representation, the most relevant features for the obtained prediction are highlighted. For each feature, it indicates the prediction for which it is relevant and the numerical value of its relevance. On the right side of the image, a table displays the actual values of the most relevant features for the observed instance.

![Table III](image)

Based on these interpretations, it is evident that, although the model used relevant features for the prediction, their specific values were such that they led to an inaccurate prediction. This highlights the need for additional analysis of the collected data to identify potential shortcomings, such as processing errors, inaccurate information provided by participants during the original data collection, or the need to improve the questionnaire to achieve finer differences between research participants. XAI methods provide valuable information on misclassified results, providing a solid foundation for future research on PIU addiction.

As mentioned previously, there are a few studies that explore the potential of using machine learning (ML) techniques, in the field of behavioural addictions especially when it comes to employing XAI techniques for interpreting predictive ML models in this domain. The authors suggest that the findings of this study can be compared to similar...
research conducted in the field of AI and ML models in medicine [7], [12], [21], [44], [45]. Since there is currently no universally accepted method for evaluating XAI techniques and their outcomes, the evaluation primarily relies on human interpretation.

One notable advantage of this research is that the ML and XAI techniques were applied to an aspect related to Internet use (PIU) among adolescents. Consequently, the study utilised raw data, which brings it closer to real-world scenarios where XAI techniques can be applied. The data set used to create ML models consisted of 56 features, with interpretations provided by XAI techniques. This number of features exceeds those used in other comparable studies, making the interpretation of obtained ML models more challenging, yet yielding more substantial results. Furthermore, the medical experts involved in the original study interpreted these results extensively, thus largely validating their findings. The lack of interpretation of the results of the XAI technique by experts in the domain is one of the limiting factors in research in this area.

VII. CONCLUSIONS
The main goal of this research is to investigate the possibility of applying AI techniques to the analysis of problematic Internet use among adolescents. The data set used was created as a result of research conducted among high school students in the Republic of Serbia.

As part of the research, various XAI techniques, with special considerations for techniques for tabular data, were used to interpret predictive AI models and their results. The results showed that feature selection and feature importance techniques were successfully applied for the interpretation of predictive AI models created based on tabular data. Specifically, a detailed analysis of global interpretations of predictive AI models showed that the results obtained well describe the models used. Furthermore, the results showed a large overlap with the results of the original PIU research, confirming their relevance and accuracy.

Additionally, the analysis of interpretations of individual predictions confirmed that the results coincide with the results of global interpretations, features that were identified as relevant in global interpretations were also found to be relevant in local interpretations. Furthermore, a detailed analysis of misclassified instances was performed with a special focus on false negative instances, which are of critical importance in the medical domain. XAI techniques offer interpretations of these results and offer a good starting point for analysing these errors and effectively solving them.

Future work aims to apply the described XAI methods with more complex AI models. Of particular interest is the possibility of reusing the described XAI techniques, or other similar techniques, to artificial neural network models and other types of data (text, image, etc.).

In the future, a great impact of AI on the field of medicine is expected. As for XAI techniques, regardless of their usefulness, at this moment they have not yet reached a sufficient level of maturity to guarantee the interpretation of AI models with complete certainty. XAI models themselves are not yet ready for direct application in clinical practice [46]. However, XAI techniques remain crucial for AI experts, aiding in the identification of typical problems and overall validation of AI models.
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