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Abstract—There are many instances of intellectual property rights violations due to the common usage of digital data on the Internet, including unauthorised use, copying, and theft of digital content. Intellectual property rights of digital photos must be upheld, as they are very valuable materials. Digital watermarking is a more modern method to do this. By using a watermark (WM), the owner’s information is included into the content, which may then be shared or saved. When required, this technology will retrieve the encoded WM information to prove ownership. Different technologies have been investigated and created on the basis of existing technologies, fields of use, etc. This paper proposes a novel approach to digital watermarking based on a neural network. First, the trigger data set and noise data set are generated from the binary encoding and random cutting of the original training samples. Then, the pattern with higher watermark trigger accuracy is obtained from the trigger set. Simulation results show that the proposed algorithm performs better in terms of accuracy and computing time cost compared to existing algorithms.

Index Terms—Intellectual property rights violations; Digital watermarking; Neural network; Trigger set; Algorithm performance.

I. INTRODUCTION

The creation and deployment of complicated models are made much simpler by the deep learning frameworks TensorFlow [1], Torch [2], Caffe [3], pretrained models AlexNet [4], and ResNet [5]. Additionally, developers may easily generate models by fine-tuning or transferring [6]. However, the cost of training deep neural network (DNN) models remains high, since it requires a lot of labelled data sets and computational power to modify the weights, hyperparameters, and structure of the model. This makes DNN models that are stolen lucrative. During the development stage, malware may cause models to leak, and during the deployment stage, remote application interface query assaults may lead to piracy. Due to this, safeguarding DNN models from unauthorised duplication, alteration, and misuse is a crucial concern that must be solved urgently.

Currently, most watermarking solutions achieve the purpose of marking DNN models by modifying the training set and letting the target model learn specific triggering patterns to facilitate ownership verification. This type of watermarking scheme has great shortcomings, because it focusses on a single target model of watermarking, and the watermark of each model is independent, ignoring the correlation between watermarks of multiple models. Owners face repeated embedding time overhead when adding the same copyright watermark to multiple of their models. In addition, if the target model is watermarked through retraining or fine-tuning, the embedding overhead will be positively correlated with the number and complexity of the model. On the other hand, the watermark DNN model is very different from previous watermark multimedia content. The main components of the DNN model are the layer structure and the weight parameters. Compared to multimedia content, the DNN model is less interpretable and more difficult to watermark. In view of the above situation, how to quickly and effectively watermark multiple models and enhance the reusability and migration of watermarks is an important issue in the current DNN model ownership verification research.

To overcome the above shortcomings, this paper proposes a LogoNet based multimodel for watermarking strategy (LNMMWS) based on logo network, which inserts the logo network into multiple models in a similar way as pasting trademarks to quickly watermark multiple models without causing repeated overhead.

The novelty and specific contributions of this paper are as follows.

1. For the watermark function, a streamlined structure LogoNet is designed. It has centralised functions, strong reusability, and can learn more watermark trigger modes in a relatively small amount of time.

2. Based on the output layer embedding method, LogoNet can repeatedly embed multiple target models to give them the watermark function. The watermark overhead is only generated once, fixed and low.

3. Anti-noise training is introduced to enhance LogoNet’s ability to process invalid inputs, reduce the accuracy impact of LogoNet embedding on the target model, and improve the confidentiality of the LNMMWS watermark.

The rest of this paper is organised as follows. Section II introduces related work. Section III introduces background knowledge. Section IV introduces the specific details of the proposed algorithm. Section V provides the simulation.
results. Section VI provides conclusions.

II. RELATED WORK

In the black-box scenario, the output predicted by a given input is verified by the DNN watermarking system, which checks the watermark. This kind of plan is more realistic. The embedding and verification phases make up the two steps of the watermarking process. Owners may incorporate watermarks into their generated models at the embedding stage. If the model is stolen, the owner can remove the watermark from the suspicious model as proof of infringement during the verification stage. The design of the trigger pattern, or the construction of the trigger set, the embedding technique, and the verification mechanism are crucial to the watermarking process. However, most recent research on watermarks focuses on creating the trigger set and using it to train the target model in conjunction with the original data set or fine-tune it to incorporate the watermark [7].

The authors in [8] proposed a method for watermarking DNN models using backdoor methods. Their method can be seamlessly integrated with existing DNN models and is appropriate for a wide range of classification jobs. To watermark the target model, the authors in [9] suggested employing trigger samples with predetermined target categories that are overlaid with noise, irrelevant patterns, and watermark patterns. The authors in [10] proposed adding certain modifications information retained by the owner to a set of original samples to form a trigger set. This solution is suitable for embedded applications. They made a functional definition of this pixel-level modification in order to use the differential evolution algorithm to find the optimal modification [11]. To make the distribution of trigger samples and original samples more similar, the authors in [12] used a lightweight autoencoder to generate trigger samples and form trigger sets. The authors in [13] proposed to use a set of boundary data points found by the boundary decision algorithm to add specific perturbations to form a trigger set.

The trigger set constructed by the authors in [14] contains many different types of modifications to mark the target model more reliably. The authors in [15] proposed using an image tile transformation method based on a specific key to construct a trigger set to uniquely identify the target model. To enhance the robustness of the trigger set, the authors in [16] proposed using an image watermarking method based on the frequency domain to construct a data set. The generated trigger samples have strong confidentiality and robustness to signal processing. The authors in [17] proposed to write user fingerprint information in samples outside of the training set using the least significant bit image steganography technology to construct a trigger set.

The above watermarking method embeds the trigger pattern as a watermark into the target model. This watermark has nothing to do with the main task of the protected model, so it has less impact on the accuracy of the target model, but this makes it difficult to remove the watermark through model compression or model fine-tuning. To this end, the authors in [18] proposed associated watermarking, in which the watermark has a strong dependence on the normal weight of the model. If a pirate attempts to remove the watermark, the performance of the model in the normal data set will be significantly reduced. These watermarking methods based on DNN backdoors can be detected by some trigger pattern recognition methods, such as the neural cleanse method proposed by the authors in [19] and the strip method proposed by the authors in [20]. The above watermarking methods have not paid attention to the connection between multimodel watermarks. In a multimodel watermarking scenario, the watermarking overhead will increase infinitely as the number of target models increases, making fast watermarking impossible. Moreover, the reusability of watermarks is poor, and existing watermark work cannot be used directly for watermark embedding in the next target model. To this end, this paper proposes a novel neural network-based watermarking scheme with strong reusability, low time overhead, and high efficiency from the perspective of designing embedding methods.

III. BACKGROUND KNOWLEDGE

A. DNN Model and DNN Backdoor

Without the requirement for extraction of human features, deep learning is a kind of machine learning system that automatically learns data representations hierarchically from training data [21], [22]. Deep neural networks, which are made up of several components of fundamental neural networks such as linear perceptrons, convolutional layers, and nonlinear activation functions, are the foundation of deep learning techniques [23]. Network units are trained to identify complicated ideas from structured input and are arranged into layers. High-level network layers are often linked to high-dimensional semantic elements, such as dogs and cats, but low-level network levels are typically related to low-dimensional features, such as corners and edges [24].

The formatted training sample \((x, y) \in \mathbb{D}^m\) is input into the DNN, and the prediction result \(y' \in \mathbb{R}^n\) is obtained through \(F(x, y) = y'\) equation mapping, where the parameter equation \(F(x, y)\) is determined by the level of the network structure and weight parameters of all neurons are determined [25]. The initial prediction result \(y'\) is not necessarily equal to the real target value \(y\), so a large amount of training data must be used to train the DNN model. The DNN model will update the weight \(w\) based on the difference between the predicted value \(y'\) and the real target value \(y\), and finally get a model with higher accuracy.

Both backdoor attacks and adversarial attacks can be used to harm the performance of DNN models, but backdoors can be used to verify the ownership of DNN models [26], [27]. Suppose that there is currently a classification task whose samples are \((x, y) \in \mathbb{D}^m\). In the setting of an adversarial attack, the attacker uses a minimal change \(x'_{\text{pert}} = x + \delta([\|\delta\|_2 \rightarrow 0])\) to obtain an incorrect classification result \(F(w, x'_{\text{pert}}) \neq y\). During this process, the parametric equations used for classification did not change. For backdoor attacks, the attacker will redefine a parametric equation \(F'(w', x)\) and poison the training set \(\mathbb{D}^m\) which is randomly doped with trigger samples \([\beta(x), t(y)]\). The trigger sample is obtained by transforming the randomly selected original training sample through the \(\beta(x)\) function [28], [29]. This specific function modification is called a trigger. Common modifications include adding Gaussian noise to the original sample, trigger patterns, etc., and the trigger set consists of
multiple trigger sample composition. After being trained by the poisoned training set $\mathcal{D}_m^p$, the DNN model will get the normal prediction category $y$ for the original sample, and the specified prediction category $t(y)$ for the trigger sample, i.e., $F(w,x) = y, F'(w',\beta(x)) = t(y)$. Backdoor attacks are highly stealthy and prespecified target categories will only trigger on samples with triggers [30]. This stealth and targeting make specific backdoors a workaround for DNN model ownership verification.

### B. DNN Watermark

The concepts involved in the DNN watermarking process in the black-box scenario are explained below, as shown in Table I.

### IV. ALGORITHM DESIGN

The proposed algorithm is divided into two stages, namely, the embedding stage and the verification stage, which includes three steps: LogoNet construction, embedding LogoNet with the target model, and ownership verification. The process is shown in Fig. 1, and the details are as follows.
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Step 1: LogoNet build: Initialise the trigger set and noise set and train LogoNet so that LogoNet fits the trigger samples and has strong generalisability for noise samples [31]-[33].

Step 2: Fit LogoNet with the target model: Embed LogoNet into the target model, adjust the output layer of LogoNet according to the output layer of the target model, and embed the output data streams of the two.

Step 3: Ownership Verification: Verify according to the ownership verification method in the black-box scenario.

#### A. LogoNet Generation

1. Data set generation

The training set used by LogoNet includes a trigger set and a noise set. The samples in the trigger set are generated correspondingly by binary strings [34]-[36]. There are $2^{11} = 2048$ types of 11 bit binary strings, which are represented by a 5x5 dot matrix. The number of trigger samples generated is 2048. The initial value of each pixel is 0. If the value of the corresponding binary bit of the pixel is 1, the value of the pixel is set to 255 [37], [38]. Each sample is then assigned to a separate category. You can also select other sizes of the dot matrix and select other numbers of pixels. To improve the stability of LogoNet and enhance its anti-noise ability, it is necessary to generate random noise samples and make these samples point to the only additional categories [39], [40], so the number of categories in the LogoNet training data set is 2049.

2. Hierarchy establishment

The structure of LogoNet is a small four-layer convolutional neural network, which includes three convolutional layers and one fully connected layer, and uses the rule activation function. The output dimension is 2049, where the first 2048 categories correspond to 2048 trigger samples, and the last category corresponds to additional noise samples [41]. If LogoNet only classifies 2048 triggers, LogoNet will be smaller, but LogoNet should be able to handle noisy input. However, this network is still very lean compared to most DNN networks. The number of parameters of LogoNet is only 0.0004 of the VGG-16 [6] model.

3. Training in the generated data set

Train LogoNet on the generated data set. The LogoNet training data set consists of two parts. The first part is 2048

---

### TABLE I. CONCEPT DESCRIPTION OF WATERMARK BASED ON NEURAL NETWORK.

<table>
<thead>
<tr>
<th>Concept</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target model</td>
<td>The DNN model that needs to embed the watermark is called the target model.</td>
</tr>
<tr>
<td>Trigger mode</td>
<td>The specific output learnt by the target model on a specific input is called a trigger pattern. The specific output is called a target category in the classification model, and the label corresponding to the target category is called a target label.</td>
</tr>
<tr>
<td>Fidelity</td>
<td>If a DNN model has a large accuracy gap in classification tasks before and after embedding watermarks, the fidelity will be poor, i.e., it should be required $</td>
</tr>
<tr>
<td>Efficiency</td>
<td>The overhead of watermark embedding and extraction should be low.  The watermark should be embedded in the target DNN model in the least costly way, i.e., by inserting a small number of neurons and adding necessary neuron connections.</td>
</tr>
<tr>
<td>Mobility</td>
<td>Watermarks should have strong portability, i.e., a watermark can be migrated to multiple models.</td>
</tr>
<tr>
<td>Stability</td>
<td>The watermark embedding method should be able to resist model modification attacks, such as model compression and model fine-tuning.</td>
</tr>
<tr>
<td>Secrecy</td>
<td>Watermarks embedded in the target model should not be detected by other detection methods and can only be verified by specific methods.</td>
</tr>
</tbody>
</table>
trigger samples, and the second part is random noise samples. The noise samples come from random slices of the sample images from the target model training set. For these noisy inputs, LogoNet should remain silent, i.e., LogoNet predicts these noisy samples as specified extra categories 2049, and then the extra categories 2049 will be discarded when LogoNet is fitted to the target model. After this processing, noisy input will not predict valid categories, and this training method is called anti-noise training [42], [43]. The benefit of anti-noise training is that it reduces the irrelevant gradient flow to the neurons related to the LogoNet watermark trigger mode, which can reduce the false positives of LogoNet and reduce the impact of LogoNet on the accuracy of the target model. For example, for the LNMWWS watermark model of the MNIST data set, anti-noise training can reduce the impact of LogoNet on the accuracy of the target model by 18.83%. As the number of training rounds increases, the learning rate can be gradually reduced to obtain better accuracy [44].

B. Target Model Fitting

Multiple target models can have the same hierarchical architecture and different classification tasks, or they may have different hierarchical architectures and different classification tasks. Therefore, the LogoNet embedding target model can be divided into three steps. First, use nearest neighbour interpolation to adjust the input sample size [45] and input it into LogoNet and the target model for calculation, respectively. Then, the LogoNet output layer is adjusted according to the output layer of the target model. Finally, the LogoNet output is fit with the target model output.

The input may be a direct trigger sample or a linear superposition of the trigger sample and the original sample. If the input is a trigger sample, the size of the trigger sample must be expanded by interpolation before being input to the target model [46], [47]. If the input is superimposed samples, the trigger samples need to be separated before being input to the LogoNet network.

The useful categories of LogoNet are 2048, so there are 2048 target categories for triggering samples [48]. However, in practical applications, the classification categories of the DNN model will be smaller than the classification categories of LogoNet, so the output dimensions of LogoNet must be adjusted according to the output dimensions of the target model. First, select a subset of categories from the classification categories of the target model as the set of targets. Then, for each target category, a trigger sample corresponding to it is selected [49], [50]. Finally, the LogoNet output categories corresponding to the selected trigger samples are retained, and other unused categories are discarded, i.e., the output vector is clipped.

The LogoNet output is then fitted to the output of the target model. Assume that the output of LogoNet after cropping is $F^*(w^*, \beta(x)) \in R^n$, and the output of the target model is $F(w, x) \in R^m$, where $n \leq m$. For the LogoNet output vector [51], fill the missing values with 0 so that the output dimensions of both networks are equal to $m$, and finally embed the two output vectors into the final output vector $\tilde{y} \in R^m$. The fitting process is equivalent to a switch that determines the proportion of the output of LogoNet and the target model in the final output. When the input and watermark trigger modes are related, the final result should be determined by $F^*$, in other cases, the final result should be determined by $F$ [52], [53]. The fitting process can be performed as a weighted average, or directly, as shown in (1), giving different weights to $F$ and $F^*$

$$\tilde{y} = \theta F(w, x) + \lambda F^*(w^*, \beta(x)), \quad (1)$$

where the value of $\theta$ denotes the quantised value to embed the watermark bit in the angle, $\lambda$ denotes the number of triggering samples ( $\theta$ should be larger than $\lambda$ because LogoNet has greater confidence than the target model), $F(w, x) \in R^m$ denotes the output of the target model, and $F^*(w^*, \beta(x)) \in R^n$ represents the output of LogoNet after cropping. The tasks faced by the target model are generally complex. Therefore, the structure of the target model is relatively complex, the accuracy will not be very high, and the confidence level will not be very high. Finally, the final output vector $\tilde{y}$ is calculated through the softmax function to obtain the final probability distribution $\tilde{y}$, which is as described in (2)

$$\tilde{y} = \text{softmax}(\tilde{y}), \text{softmax}(y_i) = \frac{e^{y_i}}{\sum_{i=1}^{c} e^{y_i}}, \quad (2)$$

where $\tilde{y}$ is determined from (1), $y_i$ and $c$ refers to the output corresponding to $i^{th}$ and $c^{th}$ target samples. Finally, the target model that has been embedded in LogoNet implements the input stream execution process, as shown in Fig. 2, where Operation $\bigodot$ corresponds to the chimeric processing of the output stream.

Using the above embedding method, LogoNet can be quickly embedded into any large model [54].

C. Ownership Verification

In the watermark verification stage, black-box verification is used and only needs to be verified through the remote application interface service. White-box verification requires knowing the parameters, structure, or data set of the DNN model, which is impractical in real situations [55].

This article follows a black-box scenario, a model owner $O$, who owns multiple DNN models $\{F_0, F_1, F_2, \ldots, F_n\}$ for multiple services $\{T_0, T_1, T_2, \ldots, T_n\}$, and a suspicious $I$, he starts from the model. A similar service $T_i, i \in [0, n]$ is
established in \( F'_i, i \in [0, n] \), and the two services have similar performance \( F'_i \approx F_i \). In real situations, \( I \) can obtain the model \( F_i, i \in [0, n] \) in many ways. For example, owner \( O \) may be attacked by an insider, causing the model to be leaked, or it may be maliciously stolen and sold on the darknet market, or resold by users [56]–[58]. How \( O \) obtains the model \( F_i, i \in [0, n] \) is beyond the scope of this article.

This article will help owner \( O \) protect the intellectual property of model \( F_i, i \in [0, n], T_i, i \in [0, n] \). If the model \( F'_i, i \in [0, n] \) is equivalent to \( F_i, i \in [0, n] \), and the watermark can be verified from \( F'_i, i \in [0, n] \), it can be confirmed that \( I \) is a pirate, \( T'_i, i \in [0, n] \) plagiarizes the service \( T_i, i \in [0, n] \). Multiple sets of specific trigger samples are sent to the service \( T'_i, i \in [0, n] \). If the predicted category is a specific target category, the verification of the watermark is successful [59]–[61].

V. SIMULATION RESULTS

The experiment evaluates the proposed algorithm from three perspectives: effectiveness, stability, and confidentiality. For effectiveness, this paper proposes five indicators and conducts comparative evaluations with three other related documents in recent years; for stability, this paper uses two commonly used watermark attack methods for evaluation; for secrecy, this paper uses two commonly used watermark detection methods that are evaluated. The experiment was conducted on a machine equipped with AMD R5-5600H, 16 GB RAM and an Nvidia RTX 3050 GPU. The experimental indicators and meanings of each section are shown in Table II, and the data sets of multiple target tasks used in the experiment are shown in Table III.

### TABLE II. EXPERIMENTAL PARAMETERS.

<table>
<thead>
<tr>
<th>Section</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>ACC(_{ac})</td>
<td>Evaluate the accuracy of unwatermarked models on classification tasks.</td>
</tr>
<tr>
<td>A</td>
<td>ACC(_{ne})</td>
<td>Evaluate the impact of embedded watermarks on the accuracy of the target model classification task, and its value is ( ACC_{ac} - ACC_{ne} ).</td>
</tr>
<tr>
<td>A</td>
<td>( N_e )</td>
<td>Evaluate the number of watermark trigger patterns that can be embedded into the target model.</td>
</tr>
<tr>
<td>A</td>
<td>( TC )</td>
<td>The time cost of a single round of training, in s.</td>
</tr>
<tr>
<td>B, B.1</td>
<td>ACC(_{em})</td>
<td>Evaluate the accuracy of watermarking models on trigger samples.</td>
</tr>
<tr>
<td>B.1, B.2</td>
<td>ACC(_{af})</td>
<td>Evaluate the accuracy of watermarking models in classification tasks.</td>
</tr>
<tr>
<td>B.1, B.2</td>
<td>ACC(_{em}^{af})</td>
<td>Evaluate the accuracy of the watermark model in trigger samples before fine-tuning the model.</td>
</tr>
<tr>
<td>B.2</td>
<td>ACC(_{af}^{em})</td>
<td>Evaluate the accuracy of the watermark model on trigger samples after fine-tuning the model.</td>
</tr>
<tr>
<td>B.2</td>
<td>( N_e^{bc} )</td>
<td>Evaluate the number of watermark trigger patterns in the target model before fine-tuning the model.</td>
</tr>
<tr>
<td>B.2</td>
<td>( N_e^{af} )</td>
<td>Evaluate the number of watermark trigger patterns contained in the target model after model fine-tuning.</td>
</tr>
<tr>
<td>C.1</td>
<td>AI</td>
<td>The anomaly index evaluates the possibility that an unknown model contains a watermark.</td>
</tr>
<tr>
<td>C.2</td>
<td>( H )</td>
<td>Evaluate the randomness of the model predictions on adversarial examples.</td>
</tr>
</tbody>
</table>

### TABLE III. DESCRIPTION OF DATA SETS.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Input dimension</td>
<td>28\times28 \times 1</td>
<td>32\times32 \times 3</td>
<td>32\times32 \times 3</td>
<td>224\times224 \times 3</td>
</tr>
<tr>
<td>Label</td>
<td>10</td>
<td>10</td>
<td>43</td>
<td>1000</td>
</tr>
<tr>
<td>Training set size</td>
<td>60000</td>
<td>50000</td>
<td>39209</td>
<td>1281167</td>
</tr>
<tr>
<td>Test set size</td>
<td>10000</td>
<td>10000</td>
<td>12630</td>
<td>100000</td>
</tr>
</tbody>
</table>

A. Effectiveness Evaluation

From the five aspects of ACC\(_{ac}\), ACC\(_{em}\), ACC\(_{ne}\), \( N_e \), and TC5, the effectiveness of LNNMWS will be confirmed through experimental comparisons between the proposed algorithm and the algorithms proposed by the authors in [9], [16], and [17]. The experimental results are shown in Fig. 3. The baseline refers to the model in [9]. Discrete cosine transform (DCT) refers to the model in [16], and least significant bit (LSB) refers to the model in [17]. The model in [9] is not suitable for large-scale watermark models. After formatting, the relevant information of the trigger pattern will be lost, making it impossible to obtain a convergence model with normal accuracy. Therefore, for the ImageNet data set in Fig. 3, there is a lack of baseline-related experimental results.

The relevant experimental results of ACC\(_{ac}\) are shown in Fig. 3(a). The ACC\(_{ac}\) of each model corresponding to each data set is higher. This is because this experiment uses stronger performance model structures such as those in Table III to cope with different tasks. As can be seen from Fig. 3(a), the ACC\(_{ac}\) of the same data set is slightly different. This is due to the different trigger set generation methods and data set loading methods of the proposed algorithm and the algorithms proposed by the authors [9], [16], and [17].

The related experiments of ACC\(_{em}\) are shown in Fig. 3(b). On the one hand, the ACC\(_{em}\) of each proposed watermark model can reach 100%. Because first of all, before LogoNet is embedded in the target model, the accuracy of the trigger set has reached 99.9%; secondly, during LogoNet embedding, the useless categories in the LogoNet output vector are clipped based on the output of the target model. On the other hand, the ACC\(_{em}\) of the baseline and DCT watermark models are relatively low because the trigger samples of the two are generated by specific modifications of the images selected in the training set, which makes the trigger set and the classification task data set have a certain correlation, while the proposed and LSB watermarking algorithms remove this correlation.

The related experiments of ACC\(_{ne}\) are shown in Fig. 3(c). The fidelity of the proposed algorithm is similar to that of the algorithms proposed by the authors in [9], [16], and [17]. The proposed algorithm reduces the ratio of LogoNet output vectors while satisfying ACC\(_{em}\) optimality. However, a smaller ACC\(_{ne}\) is obtained to ensure the fidelity of the proposed method.

The \( N_e \) related experiments are shown in Fig. 3(d). The \( N_e \) of the proposed algorithm is determined by the classification category of the target model. The \( N_e \) of the baseline is determined by the proportion of samples selected from the training set. The smaller the proportion, the worse the ACC\(_{em}\). The larger the proportion, the smaller the \( N_e \).
of DCT and LSB is determined by the number of watermark trigger samples. Therefore, the proposed, DCT, and LSB algorithms have smaller limitations than the baseline embedded watermark trigger mode. In Fig. 3(d), the $N_r$ of the proposed, DCT, and LSB algorithms is larger than that of the baseline. The normal model does not have many watermark trigger modes, and the larger $N_r$ is, the more reliable the ownership verification is.

The experimental results in Fig. 3(a ~ d) confirm that the proposed algorithm meets the general requirements of DNN watermarking, but compared to existing solutions, has lower overhead.

![Fig. 3. Comparison of the performance of the proposed and existing algorithms: (a) ACC$_{be}$; (b) ACC$_{em}$; (c) ACC$_{af}$; (d) $N_r$; (e) TC.](image)

The relevant experiments of TC are shown in Fig. 3(e). As the size of the data set increases, the time overhead of the watermarking method in [9], [16], and [17] increases exponentially. When using the proposed LNMMWS algorithm, the time overhead is fixed and greatly reduced and does not increase with the increase in the size of the data set. Because in the proposed algorithm, the network size of LogoNet itself is small, which reduces the training overhead. Second, LogoNet has a streamlined structure and independent functions, allowing watermarks to be reused directly among multiple models. Third, LogoNet learns a large number of watermark trigger modes, making it easier for LogoNet to be integrated with models of different structures.

### B. Stability Evaluation

The watermark added to the target model by the proposed algorithm should have strong stability and be able to resist model compression attacks and model fine-tuning attacks. To this end, the proposed algorithm is evaluated from the above two aspects.

1. Evaluation under model compression attack

The DNN model contains a large number of parameters that are closely related to the performance of the DNN model. The purpose of model compression is to reduce redundant parameters without damaging the performance of the DNN model in its classification task [66]. Experiments evaluate the stability of the proposed watermark model in the face of model compression.

Model compression experiments were conducted on the proposed watermark model based on MNIST, CIFAR10, GBSR, and ImageNet data sets, respectively. It can be seen from the experimental results in Fig. 4 that as the compression ratio increases, ACC$_{af}$ will eventually be affected. There will not be a situation where ACC$_{em}$ is very low but ACC$_{af}$ remains unchanged, and ACC$_{af}$ is more susceptible to impact than ACC$_{em}$. Because compared to identifying watermark trigger samples, the target model requires more parameters to handle the classification task.

2. Evaluation under model fine-tuning attack

Training a new model requires a large amount of data and computing resources. If pretrained models can be used, efficiency will be greatly improved. Pirates may use a small amount of new data with strong correlation or a large amount of weak correlation to fine-tune the stolen model to obtain a new model.
significance. In actual scenarios, it is not easy to obtain data that are highly correlated with the original training data. Therefore, the ImageNet data set target model of the proposed algorithm is fine-tuned and trained using CIFAR10 and CIFAR100. The CIFAR100 is similar to CIFAR10, but the CIFAR100 has more categories, with a total of 100 categories, 50,000 training images, and 10,000 test images.

The experimental results are shown in Table IV. It can be seen that $ACC_{bf}$ is higher than $ACC_{af}$, and $ACC_{bf}$ is less affected by model fine-tuning. Migrating from ImageNet to CIFAR10 data set, $ACC_{bf}$ remains unchanged. Migrating from ImageNet to CIFAR100 data set, $ACC_{bf}$ remains unchanged and $ACC_{em}$ decreases by 2%. The above experimental results are because the proposed algorithm has strong independence and weak correlation with the target model, and model fine-tuning has little impact on LogoNet.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>CIFAR10</th>
<th>CIFAR100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ACC_{af}$</td>
<td>87.68</td>
<td>67.83</td>
</tr>
<tr>
<td>$ACC_{bf}$</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$ACC_{em}$</td>
<td>100</td>
<td>98</td>
</tr>
<tr>
<td>$N_{bf}$</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$N_{af}$</td>
<td>10</td>
<td>100</td>
</tr>
</tbody>
</table>

C. Secrecy Evaluation

The watermark added to the target model by the proposed algorithm should be covert, i.e., it should not be detected by some trigger mode detection methods. If detected, it increases the risk that the watermark is removed. The detection method in [19], [20] is used to evaluate the stealthiness of the proposed scheme as follows.

1. Neural Cleanse method

The experiment uses the Neural Cleanse method [19] to detect whether the unknown DNN model contains watermarks. The Neural Cleanse method uses AI to assess whether the model is abnormal. The Neural Cleanse method sets the AI threshold to 2, that is, a model with an AI greater than 2 is considered an abnormal model, otherwise the model is considered normal.

Since the model in [9] was not obtained on the ImageNet data set, the anomaly index of the ImageNet [9] model was not tested, and the anomaly index of other models was not tested, as shown in Fig. 5. Clean refers to the clean model without adding watermark. It can be seen that, compared to the model in [9], the proposed algorithm is less easy to detect. The reason why the proposed scheme is more secretive is that LogoNet only responds to specific inputs, and through anti-noise training, LogoNet’s anti-interference ability is improved.

Figure 6 is the trigger pattern generated by reverse engineering the Clean, proposed, and baseline models in the GTSRB data set using the Neural Cleanse method. Figure 6(a) is the trigger pattern embedded in the trigger sample of the baseline model, i.e., samples containing this pattern will be predicted as the target category, and the target category is designated as 7 in this model. Figure 6(c) is a reversely generated trigger pattern using the Neural Cleanse method for the baseline model. It can be seen that it is very different from

---

**Fig. 4.** Evaluation of the model compression attack under different data sets: (a) MNIST; (b) CIFAR10; (c) GTSRB; (d) ImageNet.

Experiments evaluate the stability of the proposed watermark model in the face of model fine-tuning.

In the original experiment of the authors in [9], half of the test sets in the MNIST and CIFAR10 data sets were used for fine-tuning training and testing of the respective models. This resulted in a reduction in the number of test set samples. There is a strong correlation between the original training set and the fine-tuning training set of the training model.

Setting up the experiment in this way can easily lead to overfitting, and the $ACC_{af}$ 99.6% and $ACC_{em}$ 99.95% obtained on the MNIST data set have no practical
the trigger pattern reversely generated by the Clean model in Figure 6(b). For the baseline model, the watermark trigger pattern included in category 7 can be detected by the Neural Cleanse method and is identified as an anomaly category, which corresponds to the higher anomaly index of the baseline model of the GTSRB data set in Fig. 5. For the proposed model, the reversely generated trigger pattern for category 7 is shown in Fig. 6(d). It can be seen that it is very similar to Fig. 6(b). In fact, each tag of the proposed watermark model contains a specific watermark trigger mode and will not be detected by the Neural Cleanse method. The above experiments confirm that the proposed algorithm is more secretive than that proposed by the authors in [9].

\[
H = -\sum_{i=1}^{M} y_i \times \log_2 y_i ,
\]  

(3)

where \(y_i\) is the output corresponding to the \(i\)th target sample.

As shown in Fig. 7, Clean refers to the non-watermarked model. The \(H\) distribution of different models for each task is different because the weight parameters of different models for the same task are different. But this will not cause the model that has been embedded in LogoNet to be detected because it is impossible for pirates to completely obtain all the information of the model before and after the LNMMWS watermark.

Figure 8 compares the performance of the proposed algorithm with other existing algorithms (i.e., [17], [65], [66]). As can be seen from Fig. 8, the anomaly index of all methods increases with different techniques. However, the proposed algorithm has the lowest detection index which proved its effectiveness.

2. Evaluation of Strip method
A model with good performance usually means that it has high accuracy on normal samples, but it will predict errors on adversarial samples and the errors are random. The Strip method [20] uses \(H\) to describe this randomness. Make adversarial examples and plot the distribution of each model’s predictions \(H\) across multiple sets of predictions. The calculation formula for the prediction results of the \(M\) sample \(H\) is shown in (3).
different target models and noise processing capabilities was obtained. The LogoNet is then embedded into multiple target models for watermark processing, and a black-box watermark verification method is used to achieve ownership verification. Experiments and analysis show that the proposed algorithm achieves better accuracy and lower time overhead in terms of effectiveness, stability, and confidentiality compared to existing algorithms. It can resist model compression attacks and model fine-tuning attacks and has better detection capabilities for certain trigger modes. The next research goal is to form a unified evaluation index on how to select watermarking algorithms with different target models and different embedding methods.
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