Deep Learning Method for Power Side-Channel Analysis on Chip Leakages
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Abstract—Power side channel analysis signal analysis is automated using deep learning. Signal processing and cryptanalytic techniques are necessary components of power side channel analysis. Chip leakages can be found using a classification approach called deep learning. In addition to this, we do this so that the deep learning network can automatically tackle signal processing difficulties such as re-alignment and noise reduction. We were able to break minimally protected Advanced Encryption Standard (AES), as well as masking-countermeasure AES and protected elliptic-curve cryptography (ECC). These results demonstrate that the attacker knowledge required for side channel analysis, which had previously placed a significant emphasis on human abilities, is decreasing. This research will appeal to individuals with a technical background who have an interest in deep learning, side channel analysis, and security.

Index Terms—AES implementation; Convolutional neural network; Deep learning; Neural network; Side-channel analysis.

I. INTRODUCTION

Side channel attack (SCA) is the most typical kind of attack [1]. SCA can uncover previously hidden information using data obtained from the execution of algorithms. Time, electric current, and electromagnetic radiation are all examples of types of leak. SCA searches for device keys. This study is made possible by the use of algorithm leakages and secret keys. An attacker will utilise models and metrics to gather leakages to discover the secret key. Consequently, it is possible to classify SCA. The patterns in the data are recognised by the machine learning algorithms. Due to the fact that it classifies data, machine learning can be used to SCA. To get better results, machine learning requires human engineering.

Amrouche, Boubchir, and Yahiaoui [2] have been investigating “deep learning” since the middle of the 1990s. Deep learning was first disregarded because there was inadequate processing power and a lack of training data. Deep learning algorithms have seen significant improvement over the last ten years due to the availability of enormous amounts of data and increased computing power [3]. Recent studies have proven that deep learning algorithms are effective in processing images, audio, and spoken languages. The use of deep learning in SCA is enhanced by these findings. Side-channel analysers will likely be interested in the process through which deep learning automatically learns features and generalises data representation. It would be beneficial for deep learning-based side channel attack (DLSCA) to include deeper learning. Recent studies have shown that supervised machine learning (SML) can adapt deep learning features to improve the accuracy of key retrieval and classification [4]. In a number of different trials, deep learning has been shown to be more effective than side-channel attacks. SCA should use deep learning techniques.

II. LITERATURE REVIEW

Multilayer perceptrons (MLPs), which use numerical values without taking into account the data topology, are less resistant to the effects of data distortions than convolutional neural networks (CNNs) [1]. Despite the fact that data distortion might be distorted, CNNs are known to perform well when it comes to picture identification. SCA traces get distorted when side-channel countermeasures and measurement environment noise are used. Therefore, CNNs are an obvious choice for SCA.

The CNN architecture was used for SCA by Maghebi, as well as others [2]. Cagili and colleagues proposed a CNN-based SCA that could be used on a protected Advanced Encryption Standard (AES) and hide information via jitter [3]. They began by proving that a CNN could remove jitter-based concealing countermeasures even before the data were preprocessed. In [5], the resilience to CNN data distortion was shown by learning the Sbox output of AES while it was protected from clock jitter and random delay insertion. CNN has fewer weights to train than MLP does, but it requires a significant amount of learning data to understand the general invariant properties of traces coming from a concealing method-protected device. In addition to this, the authors advised augmenting the data to circumvent hiding techniques and prevent overfitting. Emulation of jitter-based concealing tactics was achieved by randomly relocating actual traces and adding or deleting a predetermined number of sites at random. To augment training, these simulated traces were used.
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Therefore, the training data were sufficient for the purpose of learning. According to the results of their investigation, CNN-based SCA does not need trace alignment. CNN-based SCA has the potential to potentially provide an objective assessment of side-channel resistance. According to the findings of the study, DLSCA is improved by CNNs that have more input neurons. The extraction of the features and classification or regression of those features are the two primary components of CNN. Hettwer and his colleagues proposed using a CNN that had neurons that represented domain knowledge (DK) [6]. DK neurons are sent to the fully connected layer, where they are used for feature categorisation and regression. Their investigations made the assumption that having this additional information can improve learning performance. DK neurons improved performance. Learning the round key is more effective than learning the Sbox output. Hettwer, Horn, Gehrer, and Güneysu [7] were unable to explain why memorising the round key as a label would be more effective than using Sbox, which is why further study is required. Kwon, Hong, and Kim [8] explained that the spectrogram is superior for CNN since it simultaneously provides information on time and frequency. In the temporal domain, spectrogram-based DLSCA is analogous to power-trace-based DLSCA in terms of performance. Kim and others proposed adding artificial noise to the input trace to improve the robustness of the DLSCA. This is analogous to the denoising autoencoder.

Carbone and his colleagues [9] proposed a CNN-based profiled SCA as a side-channel countermeasure to be used in conjunction with a secure Rivest-Shamir-Adleman (RSA) implementation that included message, exponent, and modulus blinding. The authors presented the demonstration of the effectiveness of DLSCA against public-key cryptosystems. The CNN design protected the confidentiality of the addresses and values of the register. The authors proved that DLSCA is capable of evaluating cryptosystems that use public keys. Following the development of CNN-based DLSCA, they evaluated its performance compared to that of earlier profiling SCA. It was recommended that the ASCAD public dataset be used to evaluate DLSCA and other SCA methods for profiling in a fair manner. In addition, emphasis was placed on reproducibility by providing hyperparameters to share the results of previous studies [10]–[14].

III. METHODOLOGY

A. How Deep Learning Works

There are several layers in neural networks. There must be one input layer and one output layer in the neural network construction. There are not many hidden layers between the input and output layers in classical neural networks. Traditionally, structures have one to three hidden levels. Deep neural networks can create structures with hidden layers that are substantially more than this, ranging from tenths to hundreds. A multiple layer perceptron or fully connected network is shown in Fig. 1.

![Basic neural network structure.](image)

It contains a single layer of densely linked neurons. Neurons in hidden layers are tightly connected to those in their preceding and following layers. Common artificial neural network (ANN) topologies include convolutional and multiple layer perceptron networks. In side-channel analysis, these two topologies have shown their efficacy against first-order AES masking and time-desynchronised traces. In the third case, convolutional neural networks are especially useful, since they can identify leaks at numerous trace locations.

B. Multiple Layer Perceptron (MLP)

MLP is a feed-forward ANN. It has a function named F that consists of many non-linear activation and several linear functions. These cells were formerly called perceptrons. The MLP layers have many neurons. The neuron, the fundamental building block, is connected to all the neurons in the layer below and above it. This makes it the fully-connected neural network design. Connection weights define how each neuron links to the layer above or below it. All neurons have bias values and activation functions. Training with the MLP perceptron changes these properties. Activation functions include RELU, TANH, and Sigmoid. The activation value of a neuron output is defined in (1)

\[
a = f \left( \sum_{i=1}^{n} w_i I_i + \text{bias} \right).
\]

Here \( f \) represents the activation function, \( w_i \) represents the weight connection, \( I_i \) represents the activation value of the neuron in the layer above it, bias represents the bias value, and \( n \) represents the number of neurons in the layer above it.

C. Convolutional Neural Networks

Convolutional neural networks (CNNs) can automatically extract a wide range of features. The authors, Hu and Ni, in
the research work in [15], increased the accuracy of image item recognition. This implementation excel at processing one-dimensional information such as time series. CNNs are built from an output layer, a dense network, and a convolution layer (or many convolution layers). Figure 2 depicts a two-layer convolutional neural network. Three components make up the convolution layer: the convolution operation, the RELU activation function, and the pooling layer. The downsampling performed by the pooling layer reduces the dimensionality of the data. Each element of this convolution layer is given a weight and a bias. This is accomplished by using a certain number of convolution filters, all of which have the same stride and kernel size. Input convolution is defined here. The filter muddles the information that is being input. Therefore, it is expected that the results of the convolution layers would be filtered features. After the convolution output has been pooled (if desired), it is fed into an activation function.

![Figure 2. Example of a CNN model.](image)

The weights and bias of the convolution filter are adjusted at each iteration. The updater mechanism, the regularisation method, and the learning rate all have direct effects on backpropagation-based updates.

**D. Deep Learning for Side-Channel Analysis**

During side-channel analysis, neural networks are used to detect trace leakages [16]. This leakage is caused by the encryption process, which results in power consumption (or electromagnetic emission), as well as intermediate states being handled. The values of the intermediate states are determined by the input and key material. Acquisition noise minimises side-channel leakage.

![Figure 3. Proposed framework.](image)

To begin, get a solid understanding of the deep learning architecture behind side-channel attacks. Learning through supervision requires either an open sample (which can have a user-defined key) or a closed sample with a known key. After the acquisition, the key and input are written on each side-channel trace that was obtained. In Fig. 3, the trace set is seen after being divided into the training set and the validation set. A new trace set would ideally be measured from a second identical device using a key that was kept a secret, since this would be the best possible scenario. The subsequent step is to test this entire trace collection. Due to the high computational burden of deep learning, the training phase is somewhat slow, but the validation and test phases are quite quick.

- 9, if the Hamming weight model is chosen;
- 256, if an identity model is chosen;
- 2, if the leakage model indicates a 1-bit in the S-Box output.

According to the principle of learning [19], to learn more output classes, one needs more training traces. To identify the classes, the neural network has to examine enough examples of each. The neural network cannot be accurate or generalised if this condition persists because both the training key and the validation key are identical when using a closed sample for
training; it is important to avoid developing an identity-leaking model in this scenario. This situation requires the Hamming weight-leaking model. Deep learning with leaky model labels classifies side-channel traces. The attacker can divide and conquer one key byte at a time with symmetric key algorithms such as AES. Therefore, a neural network has to be trained the same number of times as there are bytes in the key. By categorising traces, the attacker is rendered unable to reveal the key. This calls for some kind of key enumeration. Class classification probabilities can be generated using neural networks. Combining these class probabilities with the key byte hypothesis allows for the calculation of key byte candidate likelihoods.

1. Training Accuracy

A neural network will convert data with a certain label class as input and produce probabilities as output. These probabilities will indicate “how much” the input data will fit each class. It is possible that a miniature training set will be too big for the model. The trained neural networks can classify the smaller training sets with almost perfect accuracy, but they are unable to generalise their findings to data from other sources. To stop this from happening, the training set has to have at least enough traces to account for the number of parameters of the neural network.

To achieve minimal classification accuracy, the size of the training set must be validated. A strategy that can enumerate keys or recover lost keys uses a trace set that was classified by a neural network according to a leaking model. Using the output layer probability, this approach ranks the key candidates and returns the top candidates. Even with poor validation (or test) set classification accuracy, it is possible for key recovery to be successful. Symmetric algorithms like AES evaluate numerous traces with the same key material during the attack phase; thus, the key guess must be more probable than the wrong key guess. The process of enumerating potential keys has the potential to cut down on wrong key hypotheses and speed up arrival at the right one. The accuracy of classification can be improved by using larger training sets. Therefore, major recoveries can be made with minimal traces in validation and testing.

Precision is important when training. By monitoring the level of training accuracy that is produced after each epoch that is processed, the user can ascertain whether or not the neural network has sufficient training traces to learn and generalise. The evolution of training accuracy demonstrates whether or not the backpropagation algorithm has converged to the appropriate weight and bias values. During training, the learning rate has an effect on the steps of the backpropagation algorithm. The progression of training accuracy is shown in Fig. 4, which shows what happens when the learning rate is too high to allow the model to settle after 250 epochs.

Stability will be reduced using training that incorporates a learning rate decay rate. Training brings the learning rate up to date (and in most cases, lowers it). After 250 epochs, as shown in Fig. 5, both the accuracy and the loss function evolve to their final states.

The phase of deep learning and neural networks known as hyperparameter selection is considered the most important step. Different hyperparameters have varying effects on the performance of neural networks.

Training time might vary depending on the learning rate, the size of the mini-batch, and the epoch. There are several hyperparameters that influence generalisation. There are a few different approaches to generalisation in deep learning:

- Dropout;
- Early stopping;
- Regularisation L1;
- Weight decay;
- Data augmentation;
- Batch normalisation.

Regularisation weight modifications punish L1 and L2 to prevent them from becoming too large. After a lengthy period of training, an instance of overfitting occurs when the weights of the neural network become too large. L1 and L2 regularisers avoid this problem. L1 assesses a penalty for weight amounts. The weight sum squared is the variable that is penalised by L2. In addition, regularisation of L1 removes characteristics that are not essential by setting the weights of these characteristics to zero. The optimal values for the regularisation parameters L1 and L2 result in a less accurate training and facilitate a simpler generalisation. This is because the model no longer completely matches the input data. Similar effects are produced by increasing the number of training traces.

During training, the neurons in the layers are intermittently turned off via dropout. During the training process, this method prevents a single neuron from dominating the attention of all the other neurons in a layer to prevent overfitting. It is essential to stop training early and take the best model out of the data before moving on. The accuracy of the validation should be used to decide whether to stop early.

The primary data set is altered through the data augmentation process to enhance the ability of the neural
network to deal with a wide variety of data properties. The size of the training mini-batch has an effect on generalisation. The stochastic gradient descent approach, along with its many variants, is used in mini-batch regimes (32, 64, and 512) [5]. Generalisation errors [20] become more prevalent when larger batch sizes are used. The study will establish a cutoff point for the quality of the model, after which it will begin to deteriorate if the batch size for a particular problem increases. The accuracy of the tests suffers. Training with complete batches brings down the cost of the function more gradually than training with mini-batches does. There is also the possibility of warm-starting with a tiny batch and gradually expanding it over the course of epochs. Additionally, small batch sizes have an intrinsic influence on regularisation and can be as a result of noise effects in the learning process. A very low learning rate (0.001 or less) is required for very small batch sizes to maintain stability [21].

2. The number of hidden layers

Deep learning derives its name from the tens of hidden layers that are used in neural networks [22]. On the other hand, a side-channel attack that requires just a moderate amount of accuracy can sometimes acquire a key without a significant number of hidden layers. Both the training set and the input samples have an impact on the number of hidden layers that are created. The neural network is able to learn sophisticated leakages from a training set when it has extra hidden layers. This is beneficial for use with large training sets. A bigger neural network will, of course, have more internal parameters, which means that the training process will take longer and need more computational resources. After the neural network converges, having more hidden layers helps reduce the value of the loss function more quickly. In this particular scenario, the training phase could need a smaller number of epochs to produce desirable results or achieve crucial recovery. According to what was covered in Section III-A, it is possible for a neural network to readily overfit the training set if it has an excessive number of parameters for the input data. Processing an epoch might take a significant amount of time if there are many hidden layers.

3. Automatic search for hyperparameter

Parameterisation is a key feature of neural networks [23]. Expertise in neural networks is required for the majority of hyperparameter settings. However, the training accuracy and validation recall are what decide the regularisation hyperparameters, learning rates, epochs, and mini-batch sizes. Activation functions are also determined by these two factors. To accomplish this goal, the neural networks will need to undergo extensive training on several occasions, during which the user will need to make incremental changes to the hyperparameters in order to converge on either a local or global minimum in the landscape. It is necessary to conduct a number of tests to locate the optimal combination of hyperparameters, which consumes both time and computing resources. This is so because neural networks need to have their training reset whenever a new batch of hyperparameters is used. Grid, Random, and Optimised searches are examples of hybrid parameter search solution.

The most basic forms of hyperparameter search are the random and grid varieties [24]. Without doing any optimisation, both methods look for hyperparameters that fall inside predetermined bounds. The model with the highest accuracy, recall, and loss function is selected. According to the findings of the study, random search is superior to grid search. Techniques such as simulated annealing, evolutionary algorithms (also known as genetic algorithms), and Bayesian optimisation are used in optimised searches [25].

IV. PRACTICAL EXPERIMENTS

This section contains deep learning experiments that aim to recover cryptography keys from countermeasure implementation.

A. Bypassing Misalignments with CNNs

CNNs can process traces that are not properly aligned, as stated in [15]. According to the findings of this work, data augmentation has the potential to help CNNs in overcoming misalignment, as well as jitter-based countermeasures. The severe misalignment is seen in an AES software implementation in Fig. 6. The first processing performed by the S-box is shown here. There are now 45,000 trained traces and 5,000 certified traces.

Convolutional neural networks that have been trained have two layers of convolution and three layers of dense layers. The training set is partitioned into nine different groups by the hamming weights. The ranks that are crucial for CNNs, correlation power studies and TAs are shown in Fig. 7. Only CNN is capable of recovering the key against the target that was analysed.

B. Breaking of a Masked Advanced Encryption Standard

The public database DPAContestV4 is an application case. First-order masking countermeasure AES target trace set. This countermeasure eliminates the power consumption relationship between the intermediate cryptographic steps projected. 40000 AES-256 software power side-channel traces exist in the database. Low-entropy rotating S-box masking (RSM) protects the implementation against first-order attacks. Figure 8 depicts the traces.

The whole trace displays the power consumption during the first AES cycle. Each raw trace consists of 435000 individual samples. We are intrigued by S-boxes, as well as shift rows.
The examination of black boxes using deep learning requires around 200,000 samples. Memory and processing time constraints on our systems prohibit us from training with as many input samples per trace. To train the neural network for all intervals, the input trace should be segmented into smaller portions.

V. RESULTS AND DISCUSSION

The neural network is trained using many black-box intervals. As a result, we determine the high-accuracy validation interval for the target key byte. It was sufficient to determine the period that included the samples with the highest leakage rate, but it was not sufficient to extract the key. After improving the training of the neural network on the specified timeframe, key recovery was achieved successfully. We trained a convolutional neural network using only 40,000 traces and 1000 samples to recover the key bytes.

The network has one convolution layer, three fully connected layers, and one fully connected layer. During the key enumeration stage, it is often sufficient to have 10 traces to have the correct key byte rank first.

To make key recovery believable, profiled side-channel analysis needs a number of different keys to be trained on and validated (or tested). The neural network can learn from leakage or other input trace characteristics if the same key is used for training and validation. For the purpose of ensuring that this is not happening in the current environment, the neural network is trained and tested using both right and wrong (random) key bytes. Correct and incorrect label recalls from training and validation are shown in Fig. 9. The recall score in classes with uneven student participation is equal to the class average of correct responses.

As can be seen in the graphic, erroneous labels bring validation recall and generalisation down to around 11%, which is an indication that our model is picking up information from the traces that it is not supposed to. On the other hand, a 22% validation recall for the correct labels was sufficient for key recovery. Consequently, a disguised AES implementation was broken down using deep learning.

The hardware used in elliptic curve cryptography has a variety of countermeasures to prevent side-channel analysis. Side-channel analysis can be avoided by using techniques. The goal of this project is to implement scalar multiplication using the Montgomery ladder while maintaining scalar and coordinate blindness. Curve 25519 is used for implementation [16]. In protected public-key implementations such as RSA, side-channel analysis is carried out in a manner that differs from that described in the study. To avoid this restriction, the attackers have to focus their attention on a single trace. In the event that an adversary
is able to reconstruct the randomised private key from a single trace, a simple calculation will reveal the actual private key. This is achieved through the use of horizontal side-channel attacks.

The following describes how horizontal attacks are carried out. A component of the power consumption trace is used to represent each bit that is involved in the multiplication of scalar values. Each subsidiary component of the Montgomery ladder performs an addition and a doubling of points. Even in supervised horizontal attacks, the performance of identifying areas of interest might be negatively impacted by misalignment.

In our work using error-correcting codes (ECCs), deep learning is able to recover one hundred percent of the scalar bits when the traces are time-aligned. Attacks based on profiled templates can be designed to match the performance of the attacked trace set. Around 90% of the lost scalar bits can be recovered using convolutional neural networks. The most effective hyperparameters improve the accuracy of categorisation. The accuracy of classification is improved by using data augmentation as an approach to regularisation. To do this, we augment the initial training set with a number of randomly shifted traces. This strategy provides the network with more mismatched traces from which it can learn. The accuracy of the categorisation of the test phase was increased to 99.4% with data augmentation. The remaining can be recovered by brute force.

VI. CONCLUSIONS

Side-channel analysis and deep learning are also topics covered in this study. The use of neural networks as important recovery models allows us to understand side-channel attacks. The training of SCA neural networks is described in the paper. CNNs are able to successfully correct trace misalignment and extract crucial bytes from a wide variety of destinations. We used a convolutional neural network to carry out a black-box attack against the masked AES used in the DPAcontestV4. In conclusion, CNNs are instructed to learn how to avoid ECC trace misalignment. When applying the approach, single ECC traces were correct 99.4% of the time.
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