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Abstract—A transition-relevance place (TRP) represents a place in a conversation where a change of speaker can occur. The appearance and use of these points in the dialogue ensures a correct and smooth alternation between the speakers. In the presented article, we focused on the study of prosodic speech parameters in the Slovak language, and we tried to experimentally verify the potential of these parameters to detect TRP. To study turn-taking issues in dyadic conversations, the Slovak dialogue corpus was collected and annotated. TRP places were identified by the human annotator in the manual labelling process. The data were then divided into chunks that reflect the length of the inter-pausal dialogue units and the prosodic features were computed. In the Matlab environment, we compared different types of classifiers based on machine learning in the role of an automatic TRP detector based on pitch and intensity parameters. The achieved results indicate that prosodic parameters can be useful in detecting TRP after splitting the dialogue into inter-pausal units. The designed approach can serve as a tool for automatic conversational analysis or can be used to label large databases for training predictive models, which can help machines to enhance human-machine spoken dialogue applications.

Index Terms—Conversation analysis; Dialogue initiative; Transition-relevance places; Prosodic features; Classification.

I. INTRODUCTION

Since it is difficult to speak and listen at the same time, dialogue interlocutors must somehow coordinate who is speaking and who is listening at any given moment. Turn-taking rules determine the order in which individual actions are to be performed and by whom. Even though human-machine conversational systems in various forms are becoming more and more common, the turn-taking in these systems is still not enough fluent and natural. These systems often tend to incorrectly interrupt the user or have a very long response delay. Thus, the modelling of turn-taking process during dialogue interactions is still largely a subject of active research [1].

Dialogue exchanges and taking turns between speakers imagines the basic building blocks of social interaction. Coordination of turn-taking is based on the personal analysis of the current speaker by the co-participant, i.e., the current listener, and on the identification of the possible termination of the speaker’s speech (End of Turn (EOT)) based on syntactic, pragmatic, and prosodic cues. The timing of dialogue exchange in conversations can be considered extremely fast due to the cognitive demands of speakers to understand, plan, and execute a turn in real time [2].

A commonly used term in conversation analysis is the turn-constructual unit (TCU). It is the basic building block from which individual dialogue exchanges between speakers are constructed. An example of a TCU is a sentence, phrase, conjunction, or simple one-word answer. The end of any TCU represents the point at which the next speaker may express interest in taking the initiative in the dialogue. These endpoints are defined as transition-relevance places (TRPs), which means a possible transition place from one speaker to another. However, it should be noted that not every end of the TCU must have a transition. For this reason, these points are characterised as relevant, but not necessary, for the transition. The occurrence and use of TRP points in the dialogue ensures smooth switching of speakers. Thus, the TRP makes it easy for each participant to recognise when they will be able to start or end a particular TCU. For this reason, the TRP must be clearly predictable for each listener to achieve a smooth transition between speakers. The result of such a transition is the minimisation of gaps and overlaps between individual turns. A complicating factor in examining speaker transition points is that TRP cannot be directly observed in the data. We can only observe true turnovers, which could therefore be considered a subset of TRP. However, reversals can also occur where there is no TRP [3]. The relation between turn-constructual units and transition-relevance places is illustrated in Fig. 1.

![Fig. 1. Organisation of the TCU units and the TRP places.](image)

An important concept in the analysis of the change of initiative is feedback (backchannel (BC)). Feedback can be characterised as a statement or speech by a participant in the role of a listener, but without the intention to take the initiative in speaking from the current speaker (without the intention to take over the role of the speaker). These feedback signals mostly show agreement, understanding, and also encourage the current speaker to continue...
(continuers). Feedback usually occurs during short pauses in the speaker’s speech and usually lasts less than a second. BC utterances primarily signal continued attention, approval, or various emotional responses. Feedback has a special status within the turn-taking rules because it occurs quite frequently during conversation, but is nevertheless not considered a suitable place for a change of speaker. Just as classical speaker turns occur after certain cues in speech (turn-yielding cues), the timing of feedback is related to certain cues that indicate it (backchannel inviting cues). We perceive the places that follow just after these stimuli to be relevant for the location of the feedback by the current listener and we call them a “place relevant for the backchannel” (backchannel-relevant place (BRP)) [1], [4].

To identify TCUs and TRPs as easily as possible, speech technology researchers have found it convenient to segment speech into inter-pausal units (IPUs). These are segments of spoken speech from one speaker without any silence exceeding a certain value (e.g., 200 ms). An utterance or turn is then typically defined as a sequence of IPUs from one speaker that are not interrupted by IPUs from another speaker. Silence between two IPUs from the same speaker is usually called a “pause”, while silence between IPUs from different speakers is called a “gap” [1].

Several research studies have been conducted to examine different sets of features and models for predicting turn-taking, end-of-turn prediction, and TRP detection. Most of the described feature sets are based on prosodic features and energy features. The fundamental features are the fundamental frequency (F0) and power [5]–[8]. In addition to acoustic features, linguistic and multimodal features were used as a more complex representation of turn-management cues [9], [10].

Regarding prediction models, they were usually based mainly on conditional random fields [10], support vector machines [11], or neural networks [12]. Currently, the most preferred approaches are based on recurrent neural networks (long short-term memory (LSTM)). The advantage of the approaches mentioned above is that they consider long context of the input, and this way enables high accuracy to be achieved [9], [13]–[18]. In [19], the authors presented an approach based on the Izhikevich neuron model-based spiking neural network (SNN).

However, most of the mentioned papers focus on the end-of-turn prediction, or on TRP detection. These two tasks are closely related to each other and the same or similar feature sets and predictive approaches can be applied. In [17], the authors use the LSTM-based approach also to detect TRP to enhance the turn-taking prediction. In our experiments, we have tried to compare the simple machine learning-based classifiers, with a reduced set of acoustic features, with modern neural network-based approaches and their performance.

The paper is organised as follows. Section II describes the role of prosody in the turn-taking process and intensity and pitch as the fundamental prosodic features. Section III describes the approach, which we applied to create an automatic TRP detector, including a description of the dialogue corpus, its annotation, feature extraction, and the tools and algorithms used for training classifiers. In the next section, results of performed experiments are shown, followed by a brief discussion in the conclusion section.

II. SPEECH PROSODY IN TURN-TAKING

The role of prosody in turn-taking has become the subject of great interest and controversy. Prosody refers to the nonverbal aspects of speech, including intonation, loudness, rate of speech, and the like. It has been found to serve many important functions in conversation, including the evaluation of importance, syntactic ambiguity, attitudinal reactions, uncertainty, or shifts within topics.

Regarding intonation, studies in different languages have found that a stable level of intonation (in the middle of the speaker’s fundamental frequency range) near the end of the IPU tends to serve as a cue for turn-holding. While rising or falling pitch can be found in contexts where there are indications of turn yielding.

The intensity of the voice also carries a certain informational value for the detection of TRP locations. Speakers tend to lower their voice as they approach the limits of potential turnover, while speech has a higher intensity before pauses occur within the speech. Several studies have also investigated the role prosody plays in eliciting feedback and how these cues differ from cues for turn-taking. They found that feedback tends to arrive about 200 ms after the low-tone region. On the other hand, they also found that IPUs immediately before feedback showed a clear tendency towards final rising intonation, as well as higher intensity. These somewhat conflicting findings may be explained by language differences within the studies conducted. However, it is necessary to note that in no available study was data analysis carried out in Slovak.

Regardless of the role of prosody in turn-taking, prosody can provide important cues from the perspective of a conversational system. Since conversational systems do not have the same computational/cognitive limitations and do not need to prepare a response to the extent that humans do, they could make greater use (detection and generation) of dialogue cues [1].

Pitch and intensity can be identified as fundamental prosodic features. The pitch is defined by the fundamental frequency (F0) of the vibrations of the vocal cords. This frequency is specific to each speaker due to differences in the physical structure of the speaker’s vocal cords and modulates the melody of the utterance. F0 is also an important feature that characterises individual speakers, their gender, but also higher-level characteristics, e.g., their emotional state [20].

Speech intensity is generally recognised as one of the basic prosodic parameters. The term intensity is often replaced by the term amplitude or loudness. Intensity is the basic element of amplitude and is defined as the force transmitted by sound waves per unit area. Auditory perception of intensity is usually expressed in decibels (dB). However, most linguists do not pay significant attention to intensity as a characteristic, but it plays a significant role in the definition of a syllable, which says that the syllable corresponds to the peak of intensity. Intensity is a demarcation function at different levels. Its value during a given time interval can be used to detect pauses, and thus can separate speech from nonspeech sequences. Also, the mutual relationship between intensity and fundamental
frequency can be considered as a certain physiological basis. Intensity and fundamental frequency are controlled by the same mechanisms, such as increases in pulmonary effort and subglottal pressure, vocal fold tension, etc. It can be assumed that a higher fundamental frequency is generally correlated with an increase in intensity. Similarly, the decrease in F0 at the end of sentences is associated with a decrease in intensity [21].

In the proposed paper, we focused on the predictive force of these fundamental prosody features, pitch and intensity, to predict TRP place as a simple way to enhance turn-taking in case of human-machine interaction.

III. AUTOMATIC TRP DETECTION

The TRP places are often located in the pauses inside the turn-constructional units (TCU). The location of a possible TRP place can be predicted by the detection of turn-yielding cues - “events from acoustic, prosodic or syntactic sources, inter alia, produced by the speaker when approaching the potential end of a conversational turn, that may be used by the listener to detect, or even anticipate, an opportunity to take the floor” [22].

In our work, we focus only on prosodic cues, which are given by the actual speaker, toward the listener. Moreover, from the group of prosodic features, we selected pitch and intensity. These labelled data were used to train different machine learning classifiers using the Matlab Classification Learner tool and evaluated.

A. Dialogue Corpus and Annotation

The dialogue corpus, which we used to research turn-taking mechanisms, consists of audio/video recordings of dyadic human-human conversations in Slovak with a specific annotation. The corpus consists of recordings of the television discussion session “Pod lampou”, where the discussion topics are predominantly focused on politics. The corpus contains eight television shows, with totally nine speakers (one moderator, eight different guests). Each recording consists of an audio and video file and with the annotation file.

Data were annotated using the annotation tools Transcriber [23], Anvil [24], and Elan [25]. Initially, transcriptions were created in the Transcriber tool. Then, due to our other research task, we processed the data in Anvil (Fig. 2) to add overlapping speech annotation (see [26]).

Then, we switch our data to Elan tool to add annotation of TRP points. The reason of moving to Elan tool was that it enables us to localise TRP points with higher accuracy. The TRP points were annotated by adding two different mark-ups into the data, which are placed into the point of possible TRP. We distinguished two situations. In the first, we identified TRP points that the listener used to take a turn (used TRP). The “unused TRP” mark-up was added in case of a possible TRP point identified by the annotator. In this case, the annotation is highly subjective, because there do not exist any described rules where the listener can take the floor.

The example of annotation in Elan tool can be seen in Fig. 3.

Using these rules, all recordings in the corpus were manually labelled. The occurrences of types of TRP in recordings are described in Table I.

B. Feature Extraction

In [7], average duration of IPU segments was measured in Slovak dialogue corpus, and the resulting value was approximately 1.32 seconds. In our experiments, we took this value as a basis of the analysed chunk, but according to observation of our data, we also took into each chunk 180 ms of pause segment. In this way, we expand the chunk duration to 1.5 s. By adding part of the pause between IPU segments, we tried to eliminate inaccuracies in the annotation of the data.

Each chunk of data was labelled with a TRP/NO-TRP annotation. Using the Praat tool [27], we gradually extracted prosodic features frame by frame.

The data chunks were parameterised according to the procedure described by in [28]. Each data chunk was split into 30 ms frames. For each frame, the values of intensity and fundamental frequency F0 were computed. In the case
of $F0$ values, in the case of unvoiced frames, a 0 value was inserted into the vector. The data vector, which represents each chunk of data, consists of 48 intensity values and 48 $F0$ values.

In Fig. 4, the intensity and $F0$ curves for the segment, with a possible TRP at its end, can be seen.

![Fig. 4](image)

Fig. 4. (a) Intensity and (b) pitch of the IPU segment with subsequent TRP.

In Fig. 4, the intensity and $F0$ curves for the segment, without possible subsequent TRP at its end, can be seen for comparison with the opposite situation depicted in Fig. 5.

![Fig. 5](image)

Fig. 5. (a) Intensity and (b) pitch of the IPU segment with NO subsequent TRP.

The data were then organised into a feature matrix and split into the training and testing part (75% / 25%).

C. Algorithms and Tools

Supervised machine learning algorithms were selected for the automatic TRP detection task, where labelled data are used to train classifiers. The goal of classification is to learn a classification rule, based on which it would be possible to further implement automatic data determination with a certain accuracy.

The Matlab Classification Learner tool [29] was used to train and test classifiers. It allows to examine the selected data, select functions, specify validation schemes, training models, and evaluate the obtained results. Classification Learner performs automated training to find the best type of classification model including decision trees, discriminant analysis, support vector machines, logistic regression, nearest-neighbour classifiers, Naive Bayes classifiers, etc. Supervised machine learning makes it possible to perform automatic classification given a known set of input data (observations or examples) and known responses to the data (e.g., labels or classes). The given input data are used to train a model that generates predictions for the response on the new data. Furthermore, it allows the selected trained model to be exported to the Matlab workspace or to generate Matlab source code to recreate the trained model.

D. Training Classifiers

For the automatic classification of TRP places in spoken dialogue, data from three speakers was used to train classifiers. At the beginning, separate models were trained for each individual speaker. Later, we investigated the performance of the automatic classification also for the case where the input data represents a combination of data from these speakers. We also investigated a combination of training data from male and female interlocutors.

During training all available classifiers, the Classification Learner tool continuously evaluates the validation accuracy (Accuracy), based on which it is possible to get an immediate idea of the classification accuracy of each model. For each type of classifier used, the tool trains several types of the given classifier. For each classifier, we only considered classifiers with the best validation accuracy. The validation accuracy is calculated on a data set that is not used directly in training, but is used (during the training process) to pre-validate the performance of the model.

For each trained model, we evaluated the accuracy of the model using the “Precision”, “Recall”, and “F-score” formulas:

\[
\text{Precision} = \frac{TP}{TP + FP},
\]

(1)

where $TP$ is True Positives and $FP$ is False Positives,

\[
\text{Recall} = \frac{TP}{TP + FN},
\]

(2)

where $FN$ is False Negatives, and

\[
F - \text{score} = 2 \times \frac{\text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}},
\]

(3)

which combines Precision and Recall.
These functions are used to evaluate the prediction accuracy of each model. In the field of pattern recognition, information retrieval, and classification (machine learning), precision and recall are performance metrics that apply to data obtained from a set of data samples. The \( F\)-score measures the accuracy of the classification, combining both precision and recall metrics.

**IV. RESULTS**

Totally 25 different classifiers were trained using Matlab Classification Learner with five different groups of data, as shown in Table II.

<table>
<thead>
<tr>
<th>TABLE II. DATASETS FOR TRAINING.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train samples</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>1 - Speaker (MALE)</td>
</tr>
<tr>
<td>2 - Speaker (MALE)</td>
</tr>
<tr>
<td>3 - Speaker (FEMALE)</td>
</tr>
<tr>
<td>1 + 2</td>
</tr>
<tr>
<td>1 + 2 + 3</td>
</tr>
</tbody>
</table>

The complete list of trained classifiers can be found in Table III.

<table>
<thead>
<tr>
<th>TABLE III. CLASSIFIERS LIST.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
</tr>
<tr>
<td>Fine Tree</td>
</tr>
<tr>
<td>Medium Tree</td>
</tr>
<tr>
<td>Coarse Tree</td>
</tr>
<tr>
<td>Linear Discriminant</td>
</tr>
<tr>
<td>Quadratic Discriminant</td>
</tr>
<tr>
<td>Logistic Regression</td>
</tr>
<tr>
<td>Gaussian Naive Bayes</td>
</tr>
<tr>
<td>Kernel Naive Bayes</td>
</tr>
<tr>
<td>Linear SVM</td>
</tr>
<tr>
<td>Quadratic SVM</td>
</tr>
<tr>
<td>Cubic SVM</td>
</tr>
<tr>
<td>Fine Gaussian SVM</td>
</tr>
<tr>
<td>Medium Gaussian SVM</td>
</tr>
</tbody>
</table>

Table IV summarises the accuracy (ACC) results of the individual types of the group of 7 best classifiers for interlocutors and their combinations. For the case of the 1st speaker, the decision tree classifier and the ensemble classifier achieved the same best result of 98.4%. For the case of the classification of the 2nd speaker, the Ensemble classifier achieved the best result of 92.7%. For the case of the 3rd speaker, the Ensemble classifier achieved the highest accuracy of 94.0%. In the case of the simultaneous classification of the 1st and 2nd speaker, the Ensemble classifier achieved the best result of 93.6%. Finally, in the case of the simultaneous classification of the 1st, 2nd, and 3rd speakers, the best result of 94.4% was also achieved by the same classifier.

<table>
<thead>
<tr>
<th>TABLE IV. AUTOMATIC TRP CLASSIFIERS RESULTS - ACC.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier</td>
</tr>
<tr>
<td>Decision Tree</td>
</tr>
<tr>
<td>Linear Discriminant</td>
</tr>
<tr>
<td>Logistic Regression</td>
</tr>
<tr>
<td>Naive Bayes</td>
</tr>
<tr>
<td>SVM</td>
</tr>
<tr>
<td>KNN</td>
</tr>
<tr>
<td>Ensemble</td>
</tr>
</tbody>
</table>

The Ensemble classifier uses the random forest ensemble method. This machine learning method for classification works by generating several decision trees at training time. For classification tasks, the output of the random forest is the class selected by most decision trees.

Classification Learner enables one to show the receiver operating characteristic (ROC) curve graph, which enables one to observe performance of the classification model at all thresholds of classification. This curve combines two parameters: the true positive rate (TPR) and the false positive rate (FPR).

Figure 6 shows the ROC curve for the best classifier trained on the data of all interlocutors. In this case, the TPR value is 0.95, while the FPR value is 0.06.

The area under the curve (AUC) value enables us to better evaluate the performance of the classifier. It represents the degree of data separability by a given classifier. The higher the AUC, the better the model will be able to distinguish between classes. Here, the AUC value for the best model is 0.98, which means that model is perfect in the classification task.

In the next step, we tested the classifier with the best result in the Matlab working environment. We again calculated the classification accuracy evaluation characteristics, which achieved the following results: Precision was equal to 0.9443, Recall was 0.9440, and the overall \( F\)-score was 0.9441.

Subsequently, we tested the classification model by applying it to a set of test data. After performing the automatic prediction, we observed specific cases of model inaccuracy. Of a total of 116 samples, including "yes_TRP" cases, the "A" labels were correctly assigned in 111 cases. In 5 samples, the model predicted the wrong label "N". The second group consisted of samples representing "non_TRP" cases, where 109 labels of "N" were correctly assigned out of a total of 116 samples. It follows that in 7 cases, a wrong prediction of TRP labels was made by assigning the label "A". From the evaluated results, we can conclude that the inaccuracies created during the implementation of automatic prediction correspond to the level of validation accuracy (ACC) of the classifier of 94.4%.

Based on the results obtained for individual classifiers, we can conclude that, for input data from three speakers at the
same time, the Ensemble classifier achieves the best results.

V. CONCLUSIONS

The proposed paper investigates the role and effectiveness of using simple prosodic features, fundamental frequency of speech and intensity to classify inter-pausal units (IPU) into two categories, those that may be followed by a transition-relevance place (TRP) and those that are not likely to be.

In addition, 25 different classifiers, from the category of supervised machine learning methods, were trained and evaluated for this classification task, which resulted in the selection of the group of classifiers with the best results. In most cases, the best results were achieved by the Ensemble classifier (approximately 94%). Ensemble methods use multiple learning algorithms to obtain better predictive performance than could be obtained from any of the constituent learning algorithms alone [30]–[32]. Our results confirmed this definition.

All these results were obtained on the Slovak dialogue corpus, which contains eight recordings of television discussions, with overall duration of about 8 hours. We described the way, how to annotate such data (TRP points) and the approach, how to split data into chunks. According to the work of prof. Befuš in [7], we defined the length of the chunk to be one and half seconds.

In [17], the result achieved by the authors on the TRP detection task was between 81.7 % and 91 % (ACC). Their TRP detector was based on a hierarchical LSTM model, which took prosodic and linguistic parameters as its input. Our significantly simpler detector with only prosodic feature set gave an accuracy of 94 %. Compared to the results achieved by the authors in [18] on a similar task of predicting turn-holding behaviour after a pause, our detector achieved better results (F-score 0.9441 vs. 0.825). Here, the authors relied on several prosody parameters, including the spectral flux. In this comparison, we were able to achieve similar results with significantly simpler feature set and classifier.

Although the achieved results show high accuracy, we are aware that the accuracy achieved is higher than what a real classification system would achieve. We have two interpretations of this claim. The first is that we trained our system only with the chunks followed by the pause segments. The reason for selecting only these segments was that the number of other segments (without succeeding pause) was significantly higher than the chunks with TRP points and the chunks without TRP point, and this fact could cause overtraining of the classifier. Therefore, we decided to focus only on chunks at the end of IPU segments, just before the occurrence of pause.

The other uncertainty about the results can be seen in the fact that perception of the possible TRP and of the turn-holding/turn-yielding cues is highly individual and subjective. Despite described issues, we hope that the performed experiments can help in the selection of appropriate features and classifiers for the automatic TRP detection/prediction for the human-machine dialogue systems in many applications.
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