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Abstract—The purpose of the research is to create a hybrid cloud platform that performs distributed computing tasks using high-performance servers and volunteer computing resources. The proposed platform uses a new task scheduling method, which is also presented in this paper. It uses a task stalling buffer to manage workload among the two grids without any additional information about the tasks. Since efficient task scheduling in these distributed systems is the actual problem, the system reliability issue is solved using a hybrid cloud architecture where both high-performance servers and volunteer computing resources are combined. The results of the experiment showed that the proposed solution solves the problem of balancing workload between two grids better than the standard scheduling algorithm. Computer study and experiments also showed that the proposed hybrid cloud tasks scheduling method with a task stalling buffer reduces up to 47.3 % of total task execution time. The outcome of this paper provides a background for future research on a task stalling buffer in hybrid cloud computing.

Index Terms—Computer buffers; Distributed computing; Load flow control; Scheduling algorithms.

I. INTRODUCTION

Data has become one of the most critical and valued assets in today’s fast-paced business world. Organisations collect and use data to evaluate key performance indicators, make informed decisions, and establish goals. Useful data can help to find problems, increase business efficiency, find new opportunities, and stay ahead of competitors. Due to the ongoing transformation of industrial manufacturing through digitalisation (Industry 4.0 strategic initiative), data amounts tend to increase [1].

Large companies usually solve hardware capacity problems by upgrading existing or buying new servers and hiring additional staff to maintain the systems. Small and medium businesses typically do not have the financial ability to make such investments. In most cases, smaller companies purchase external grid computing services through various subscription or on-demand pricing schemes. Such services provide secure, scalable storage and compute capacity. Research shows that this makes a more affordable distributed volunteer computing model seem unreliable and too difficult to adopt [2].

The distributed volunteer computing model enables volunteers to donate their own computing resources to projects. Although this model can reduce service costs, it also lacks reliability. The required number of volunteers may not always be available or volunteers may not always complete the assigned tasks. Furthermore, protection of personal data can cause additional problems. Personal data privacy issues are especially relevant now since as of 25 May 2018 companies and organizations have had to comply with GDPR (General Data Protection Regulation) rules within the European Union.

As a result, we now encounter the concept of distributed cloud, which is one of Gartner’s top 10 strategic technology trends for 2020 [3] and 2021 [4]. The distributed cloud is the distribution of public cloud services to different physical locations. Although such services are outside physical data centres, they are still controlled and supervised by the provider. This technology offers the benefits of a public cloud service alongside the benefits of a local private cloud.

Despite the benefits, a distributed hybrid cloud computing model presents various challenges. One such problem is task scheduling and execution. It is essential to maintain optimal workload between the grids. However, existing well-known hierarchical and non-hierarchical task scheduling algorithms, reviewed in Section IV, cannot balance the workload without any additional information about the tasks (such as task size, quantity, and incoming task rate). As reviewed in [5], existing hybrid distributed computing platforms ([6]–[18]) require preliminary data on the number of tasks to be performed, the execution time for each task, or the number of computing resources available. A task execution schedule is then created using these data. However, in heterogeneous distributed computing networks, these parameters are either constantly changing or no such information is available.

This paper presents a hybrid cloud platform that performs batch processing tasks using internal servers (or cloud computing services) and personal computers. Our proposed platform is different from the currently existing solutions ([6]–[18]), as it is designed to operate in a heterogeneous environment without simulation results or task replication. Our proposed platform combines public and private
computing grids into a distributed hybrid cloud. It uses our proposed task scheduling method to manage the workload between the two grids without any additional information about the tasks. We show that service reliability issues (caused by low-performance compute nodes) can be solved using an opportunistic task scheduling algorithm combined with a task stalling buffer. This method prioritises the private cloud for processing tasks and distributes tasks into the heterogeneous public cloud, only if the private cloud resources are exhausted. In a hybrid cloud environment, this approach is called “cloud bursting”. In this way, our proposed platform allows companies to reduce service costs and still maintain service reliability.

The rest of the paper is structured as follows. In Section II, we overview and explain the technologies used for our proposed hybrid cloud platform. Section III presents the architecture for our proposed platform. Section IV explores task scheduling algorithms. Sections V and VI present the results of the simulation and platform experiment. In Section VII and Section VIII, we conclude this paper by summarizing the findings and presenting directions for the future.

II. TECHNOLOGIES

This section will introduce the technologies that we selected and used for our proposed platform architecture. We use these particular solutions because they are open source, widely used, and compatible (all support the same software virtualisation solution). However, it is essential to note that other compatible alternatives may also be used.

A. Public Distributed Cloud Computing

The public distributed computing model connects public computers to solve distributed tasks in parallel. This model aims to solve heterogeneous environment issues, allowing new external compute nodes to join the computations. It uses a client-server model, which enables the nodes to provide resources to the project server. This model allows the compute nodes to request the master server for new tasks and send back the results. Public distributed computing approaches can compete with existing cloud computing solutions [19].

There are various public distributed computing solutions: CharityEngine [20], GridMP [21], Xgrid [22], XtreemWeb [23]. However, the most widely and actively used solution is called “Berkeley Open Infrastructure for Network Computing” (BOINC) [24]. BOINC is a platform for high-throughput computing on a large scale (thousands or millions of computers). It can run virtualised, in parallel, or for GPU-based applications. Furthermore, it can perform big data mining tasks using consumer devices or company servers [25]. BOINC performs computations only when the CPU is idle. This solution can allow organisations to use the computer resources available from employees of the company without disrupting any ongoing work. Since company employee computer CPUs are idle 99% of the time [25], this solution may solve the computational resource demand problem.

B. Private Distributed Cloud Computing

The private cloud computing model uses the client-server model and is focused on achieving high internal resource utilisation and performance. Private distributed computing is the preferred model in companies and organisations, as it provides high-quality service, high performance, and ensures data security.

One of such cluster resource management platforms is called “Apache Mesos” [26]. It supports popular frameworks, such as Hadoop [27] and MPI [28]. It can scale up to 50,000 (emulated) nodes and have less than 4% overhead. Small tasks should be preferred over large ones to minimise time costs caused by unexpected failures. Apache Mesos supports various job schedulers, such as Apache Chronos [29]. Apache Chronos is responsible for running schedule and dependency-based jobs. However, an increasing number of unprocessed tasks may cause the scheduler to crash. We solved this issue by limiting the number of unprocessed tasks to the number of available resources in our Apache Mesos cluster. Finally, it is essential to note that Apache Chronos and Apache Mesos require a trusted network environment, allowing direct interaction between systems without encryption.

C. Software Virtualisation

Software virtualisation is a technology that hides physical system resources from the operating system and helps solve various problems [30]. In heterogeneous environments, software virtualisation allows running the same tasks on multiple computer architectures and different operating systems.

There are many various software virtualisation technologies: Docker [31], Kubernetes [32], Oracle VM VirtualBox [33], QEMU [34], VMware [35], and many others. We will be using Docker and Oracle VM Virtual Box to maintain software compatibility with Apache Mesos, Apache Chronos, and BOINC.

Docker is a set of platform-as-a-service products. It uses OS-level virtualisation and provides means to bundle software into packages called “containers” (more lightweight than virtual machines). Docker allows software applications to run on various computer architectures and operating systems without requiring any changes to the application.

Oracle VM VirtualBox is an application to create, manage, and run virtual machines. It provides hardware-level virtualisation and has more security controls than Docker. However, virtual machines use more computer resources and take more time to start than containers.

Although software virtualisation can solve some security issues in cloud computing, it does not protect against all security threats.

D. Hybrid Distributed Computing

Hybrid distributed computing platforms combine private and public distributed computing clusters. Distributed computing tasks are distributed between private and public computing resources using various task scheduling algorithms. We selected to use BOINC for public distributed computing since it is the most popular and widely supported public computing platform. Even though the BOINC platform supports both Docker and Oracle VM VirtualBox, we used Docker since it requires less resources to operate
and is supported by Apache Mesos. Our proposed task scheduling algorithm will be presented in Section IV.

The next section presents the architecture of our proposed platform.

III. PROPOSED DISTRIBUTED HYBRID CLOUD PLATFORM
ARCHITECTURE

As shown in Fig. 1, our proposed distributed hybrid cloud has a two-level hierarchy and contains physically distributed (hierarchical) cooperative schedulers. At the top level, there is a master scheduler that distributes tasks between the lower-level grids. This architecture provides a scalable and resilient core for task execution and gives more control over service quality. We propose using two grids: private (controlled by Apache Mesos) and public (controlled by BOINC) to distribute tasks between the company servers and employee computers. Each grid is managed by a scheduler specifically designed for each environment.

![Proposed distributed hybrid cloud platform architecture with proposed scheduling algorithm](image)

Our design philosophy has been to push task scheduling to the lower-level grids by controlling which grid should receive the task. Our proposed architecture consists of the following main components: master scheduler, private computing grid, and public computing grid. We also added additional components that are not mandatory but help to illustrate the complete solution:

- **Streaming platform**: stores all new incoming tasks in the waiting buffer until the system accepts the tasks;
- **Result aggregator**: collects and aggregates results from the executed tasks;
- **Database**: used to store the aggregated results.

The master scheduler is the main focus of our research. Figure 1 contains our proposed scheduling method for this architecture and will be explained in Section IV-C. It is the top-level scheduler that distributes tasks to the lower-level schedulers. It consists of the following sub-components:

- **Stalling buffer**: the component that stalls tasks for later processing in the private computing grid (for more details, see Section IV-C);
- **Distributor**: the process that stores new incoming tasks in the stalling buffer and then distributes to the Apache Mesos scheduler whenever the private computing grid has available Apache Mesos agents. If the stalling buffer is full and the public computing grid has available BOINC clients that are idle, then the distributor forwards new incoming tasks to the BOINC scheduler.

Private and public computing grids consist of grid schedulers and clients (or agents) responsible for distributing and executing tasks in each grid. In Section IV, we will review scheduling algorithms to find a suitable algorithm for our top-level (master) scheduler.

It is important to note that our proposed platform may be required to deal with specific data privacy and availability issues in some cases, such as downloading large amounts of data and processing sensitive information. Data size and privacy issues are well-known and there are various solutions to these problems [36]–[39]. Such solutions could be considered for integration into our proposed distributed hybrid cloud architecture, improving its data security and availability. However, the analysis of these problems is not within the scope of this paper.

Our proposed platform requires incoming distributed computing tasks (Fig. 1) to be defined using the JSON (JavaScript Object Notation) format. Any preferred data format is suitable for defining tasks. However, we used the JSON format since it is well supported and easily readable. Here, the task definition is structured as follows

`{"container": "<task>", "method": ":<method>"}`

where `<task>` is the name and parameters of the Docker container that contain task execution files (solution based on [40]). `<method>` can define the task scheduling method or specify a specific cluster to execute the task in. This can be used to execute urgent or sensitive personal data tasks using the private cluster. Examples:

- `{"container": "ashael/pi 100000", "method": "FIFO"};`
- `{"container": "ashael/pi 200000", "method": "TSB-static(k=10)"};`
- `{"container": "e \"INPUT_FILENAMES=1.json; 2.json\" -v /var/data:/data -v /var/out:/out mrquad/map-reduce", "method": "mesos"}`

Docker containers are stored in publicly or privately available repositories. This solution allows our platform to operate in a heterogeneous environment. Furthermore, it reduces network traffic load since Docker containers are downloaded only once by the compute nodes instead of distributed each time by the schedulers.

IV. SCHEDULING ALGORITHMS

In this section, we will review existing well-known hierarchical and non-hierarchical task scheduling algorithms that could be suitable for the top-level scheduler. The algorithm must be compatible with our proposed distributed hybrid cloud architecture; thus we will review existing hierarchical task scheduling algorithms that fall under the following classification [41]:

- **Global**: Tasks are executed on multiple compute nodes throughout multiple grids;
- **Dynamic**: Tasks come online dynamically, and task execution costs are unknown;
- **Physically distributed**: Scheduling is done using various distributed schedulers;
Cooperative. Distributed schedulers cooperate to make better scheduling decisions.

Finally, in Section IV-C, we will explore the opportunistic load balancing approach using the proposed hybrid cloud task scheduling method with the task stalling buffer. Although this method is used to distribute tasks in queueing systems with two heterogeneous servers, we propose adopting and applying this method to grid computing. We will show that this method can be used to schedule tasks between two grids without requiring any additional information about the tasks, and thus improve workload balance between the two grids.

A. Hierarchical Scheduling Algorithms

The existing hierarchical scheduling algorithms [41] for task distribution among multiple grids can be summarized using the following four existing solutions, where:

- Tasks are moved from highly loaded clusters to less loaded neighbouring clusters, assuming that task arrival rates will not exceed service rates [42];
- Tasks are divided into subtasks and time estimations are made using simulation results, including possible resource allocation conflicts. Subtasks are assigned to available local grids that can complete executions the fastest [43];
- Tasks are sorted in descending order of their average execution times and assigned to workers. Execution times are estimated using simulation results together with historical data [44];
- Slow running tasks are replicated expecting quicker results from another resource [45].

Existing solutions assume that task arrival rates and service rates for the whole system always remain stable, operate on estimated task execution times, or use task replication. Such assumptions and requirements are also found in other methods such as QoGS [46], which selects the most suitable cloud in the intercloud for task execution. Such methods use a set of weighted coefficients, which are calculated either by user or by executing a set of test tasks to get simulation results. The simulation results are then used to calculate the weighted coefficients automatically. Although such methods are very efficient in their particular use cases, they all require specific information about the tasks or depend on simulation results.

Our proposed solution is different from the currently existing solutions, as it is designed to operate in a heterogeneous environment without any simulation results or task replication.

B. Job Schedulers for Distributed Computing

In this section, we review widely adopted independent job schedulers. Some of them are also used for big data processing tasks by Facebook, Yahoo, and Hadoop. There are at least five well-known scheduling methods [47]–[50]:

- Fair-share [47], [49]: each job gets an equal amount of resources;
- First In First Out (FIFO) [47], [49] - the oldest tasks are executed on the first nodes to become available;
- Capacity [47], [49]: resources are allocated to job processing queues used to accept and process new tasks;
- Longest Approximate Time to End (LATE) [47]–[49]: replicates tasks that are stuck in slow compute nodes, using such replicated tasks as a backup (reliability is not guaranteed [47]);
- Round-robin [50]: runs all the applications from the first job on the first node, all the applications from the second job on the second node, etc.

The only algorithm here capable of distributing the incoming stream of dynamic tasks in a highly heterogeneous environment between two grids is FIFO. It does not require any information about the tasks and the available node capacity. Other well-known task scheduling algorithms, such as Min-min [41], [51], Min-max [41], [51], Minimum Completion Time (MCT) [41], [50], Suffrage algorithm [51], are not applicable since these algorithms require a list of all tasks and nodes in advance. Algorithms such as User Defined Assignment [51] are also not suitable since tasks are assigned in arbitrary order to machines with the best expected execution, regardless of the resource availability.

C. Opportunistic Load Balancing Using a Task Stalling Buffer

According to [52], a task stalling buffer (Fig. 2) improves task execution makespan in queueing systems with two heterogeneous servers. The task stalling buffer reduces slow server load by redirecting more tasks to the fast server. New tasks are added to the stalling buffer if the fast server is busy. If the buffer is full, the slow server receives the task.

We applied this method (Fig. 2) to improve the task distribution between two grids. The purpose of such an approach is similar to [46], as it aims to select the cloud most suitable for task execution. Since we can assume that the private grid will always perform better than the public grid, we can use a task stalling buffer to decrease the number of tasks distributed to the public grid. In this way, we can expect to reduce the execution makespan of tasks and improve the reliability of the service by reducing the number of tasks executed using heterogeneous servers.

Fig. 2. Scheme of a queueing system with a stalling buffer [52].

Here, \( M \) is the buffer size to store new tasks, \( K \) is the buffer size for stalling tasks, \( \mu_1 \) is the efficiency of the fast channel, \( \mu_2 \) is the efficiency of the slow channel, \( J \) is the fast channel, and \( 2 \) is the slow channel. Then, according to [52], the length of the buffer for stalling the task \( K \) may be expressed as follows

\[
K \approx \rho (1 - q),
\]

where \( \rho \) is the task execution efficiency ratio between fast and slow channels, and \( q \) is the task execution efficiency coefficient:

\[
\rho = \frac{\mu_1}{\mu_2}.
\]
where \(c\) is the number of completed tasks, \(t\) is the total task execution makespan, \(m\) is the number of compute nodes in the fast channel and \(\mu_i\) is the fast channel efficiency:

\[
\mu_i = \frac{a_1}{b_i},
\]

\[
\mu_2 = \frac{a_2}{b_2},
\]

where \(a_1\) is the number of tasks completed using the fast channel, and \(b_1\) is the time required to complete those tasks; \(a_2\) is the number of tasks performed using the slow channel, and \(b_2\) is the time required to complete those tasks.

It is important to note that according to [52], the task stalling buffer length should be calculated only once. However, due to the heterogeneous nature of our grid environment, we believe that the task stalling buffer could produce better results if re-calculated with each new task received. Thus, for our experiments (presented in Sections V and VI), we will include two variants of the Task Stalling Buffer (TSB) algorithm:

1. **TSB-static**: task stalling buffer length is calculated once;
2. **TSB-dynamic**: task stalling buffer length is re-calculated with each received new task.

### V. COMPUTER STUDY

This computer study will test our hypothesis that the proposed hybrid cloud task scheduling method with task stalling buffer improves the task execution makespan compared to FIFO. We will use a virtual environment for our tests, programmed using PHP programming language. Task execution makespan will be estimated using iteration counts (instead of seconds) required to complete all tasks. A virtual environment (unlike the real platform experiments presented in Section VI) will allow us to simulate the infrastructure with more compute nodes and conduct large amounts of experiments in a reasonable time. However, our virtual environment will not simulate the behaviour of private and public cluster schedulers. Furthermore, it will not account for data transfer times and network load variations. This computer study aims to examine the task execution makespan between the following algorithms that would distribute tasks among the two grids using:

- **Standard FIFO algorithm**;
- **TSB-static(k)**: our proposed hybrid cloud tasks scheduling algorithm with a static length task stalling buffer, where \(k\) is the buffer length (buffer length is estimated only once after each grid has executed at least one task);
- **TSB-dynamic**: our proposed hybrid cloud tasks scheduling algorithm with a dynamic length task stalling buffer (buffer length is re-estimated with each new incoming task).

### A. Simulation Scenarios

to evaluate the task execution makespan, we ran simulated tasks with established iteration counts for each task to complete. Scenarios were generated before experiments so that each algorithm would be tested using the same conditions. We will use the following annotations:

- **TS**: static size tasks. All tasks are of the same size and are equal to 200 iterations;
- **TD**: dynamic size tasks. The generated task sizes are distributed using the Poisson distribution (\(\lambda = 200\));
- **STS**: static task stream. Delays between all tasks are equal to 8 iterations;
- **DTS**: dynamic task stream. The generated delays between tasks are distributed using the Poisson distribution (\(\lambda = 8\)).

The following scenarios were used to test each algorithm:

- **TS_STS**: static size tasks (TS), static incoming task stream (STS). The same tasks are supplied to the platform at a regular interval (or delays);
- **TS_DTS**: static size tasks (TS), dynamic incoming task stream (DTS). The same tasks are supplied to the platform at a changing interval (or delays);
- **TD_STS**: dynamic size tasks (TD), static incoming task stream (STS). Changing tasks are supplied to the platform at a regular interval (or delays);
- **TD_DTS**: dynamic size tasks (TD), dynamic incoming task stream (DTS). Changing tasks are supplied to the platform at a changing interval (or delays).

The number of iterations and the delays between tasks were adapted for the number of simulated compute nodes. For best results, the task stalling buffer should not always be empty or full. Otherwise, all tasks would be redirected into the private grid (the system would be underutilised), or our task distribution algorithm would behave exactly like the standard FIFO algorithm.

Each scenario will be executed using every possible task count, ranging from 40 to 400 tasks. Results will be aggregated. The slow channel will be serviced by 16 agents, while 8 agents will serve the fast channel. Slow channel agents will have a 1,000 iteration start penalty and will be set to perform 10 times slower than the agents servicing the fast channel.

### B. Simulation Results

Aggregated simulation results are presented in Fig. 3 and Table 1.

![Fig. 3. Task execution makespan decrease compared to FIFO.](image-url)
The results were obtained using 21,660 simulations employing different scenarios with various task counts. They show that TSB algorithm performs best in TS_STS scenario and achieves up to 13% improvement compared to the standard FIFO algorithm.

TABLE I. SIMULATION RESULTS. MAKESPAN DECREASE COMPARED TO FIFO

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scenario</th>
<th>Makespan (iterations)</th>
<th>Makespan decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO</td>
<td>TS_STS</td>
<td>6.138</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>236.231</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>5.661</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>235.794</td>
<td>not applicable</td>
</tr>
<tr>
<td>TSB-static(10)</td>
<td>TS_STS</td>
<td>5.330</td>
<td>13.16%</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>235.450</td>
<td>0.33%</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>5.252</td>
<td>7.22%</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>235.371</td>
<td>0.18%</td>
</tr>
<tr>
<td>TSB-dynamic</td>
<td>TS_STS</td>
<td>5.879</td>
<td>4.22%</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>235.997</td>
<td>0.10%</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>5.478</td>
<td>3.23%</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>235.583</td>
<td>0.09%</td>
</tr>
</tbody>
</table>

This allows us to conclude that the task stalling buffer can be applied in hybrid clouds and can outperform the standard FIFO algorithm in all scenarios.

VI. REAL PLATFORM EXPERIMENT

This section will describe the experiment we conducted to test the proposed platform and compare our proposed hybrid cloud tasks scheduling method with static and dynamic length task stalling buffers to FIFO. This experiment aims to examine the task execution makespan between the following algorithms that would distribute tasks among the two grids using:

- Standard FIFO algorithm;
- TSB-static(k): our proposed hybrid cloud tasks scheduling algorithm with a static length task stalling buffer, where \( k \) is buffer length (buffer length is estimated only once after each grid has executed at least one task);
- TSB-dynamic: our proposed hybrid cloud tasks scheduling algorithm with a dynamic length task stalling buffer (buffer length is re-estimated with each new incoming task).

This real platform experiment will further test our hypothesis that the proposed hybrid cloud tasks scheduling method with a task stalling buffer improves task execution makespan compared to FIFO.

A. Experimental Setup

We used two different setups (server setup A and B) to test different environments. Setup A had two separate servers running Docker containers (Fig. 4). The master server was used to control the grids and distribute tasks. The slave server was used to simulate the two grids by running multiple virtual machines representing separate compute nodes. Since both grids were on one single server, we added the upper limits for memory (RAM) and CPU usage using Docker container, VirtualBox image (required and run by BOINC clients), Mesos agent, and BOINC client settings. These limits allowed us to control resource usage and ensure equal resource distribution per task.

B. Experiment Scenarios

To evaluate task execution makespan, we ran distributed tasks estimating the value of \( \pi \) using the Monte Carlo Method [53]. We selected this simple task to estimate task execution times depending only on CPU and eliminating other factors, such as networking and data storage. The same annotations are used as in Section V.A. However, due to the specifics of the experiment, there are some adjustments:

- \( TS(i) \): static size tasks, where \( i \) is the number of iterations per task to calculate \( \pi \);
- \( TD(I) \): dynamic size tasks, where \( I \) is a set of task sizes.

The server Setup B is very similar to the server Setup A, except that it uses two slave servers instead of one (Fig. 5). In this way, we separated the two grids and gained additional resources to simulate more compute nodes. In both setups, the number of simulated nodes was limited to the number of cores per server. Using the server Setup A, we simulated two Apache Mesos agents and two BOINC clients. Using the server Setup B, we simulated two Apache Mesos agents and four BOINC clients. These two server setups allowed us to test if adding more compute nodes to the public grid changes the results. In both configurations, we used a task generator to simulate the incoming task stream.

The server hardware specification was as follows:

- Master: Intel(R) Xeon(R) 5160 CPU, 2 cores, 3.00 GHz, 8 GB, 500 GB HDD, Ubuntu Linux 16.04.6 with 4.15.0-88-generic-kernel (x86_64);
- Slave 1: Intel(R) Core(TM) i5-4460 CPU, 4 cores, 3.20 GHz, 24 GB, 450 GB SSD, Ubuntu Linux 18.04.4 with 4.15.0-91-generic-kernel (x86_64);
- Slave 2: Intel(R) Core(TM) i7-6700HQ CPU, 4 cores, 2.60 GHz, 16 GB, 128 GB SSD, Linux Fedora 31 with 5.3.16-300.fc31.x86_64 kernel (x86_64).
The generated task sizes are distributed using a discrete uniform distribution \((a = 0, b = 1)\);

- **STS**\((d)\): static task stream, where \(d\) is the delay in seconds between incoming new tasks;
- **DTS**\((D)\): dynamic task stream, where \(D\) is a set of possible delays between tasks. The generated delays are distributed using the Poisson distribution \((\lambda = 30)\).

The following scenarios were used to test each algorithm:
- **TS_STS**: static size tasks \(TS(100000)\), static incoming task stream \(STS(60)\);
- **TS_DTS**: static size tasks \(TS(100000)\), dynamic incoming task stream \(DTS(160, 120)\);
- **TD_STS**: dynamic size tasks \(TD([100000, 200000])\), static incoming task stream \(STS(60)\);
- **TD_DTS**: dynamic size tasks \(TD([100000, 200000])\), dynamic incoming task stream \(DTS([60, 120])\).

The number of iterations and the delays between tasks were adapted for the hardware that we used for our experiments. For best results, the task stalling buffer should not always be empty or full. Otherwise, all tasks would get redirected into the private grid (system would be underutilised), or our task distribution algorithm would behave exactly like the standard FIFO algorithm.

1. **Experimental results using Setup A**

The first experiment was aimed at providing an overview of how the platform and the algorithms perform. Therefore, 100 tasks were executed using Setup A. The results show that the proposed hybrid cloud tasks scheduling method with task stalling buffer improves task execution makespan (see Fig. 6 and Table II).

![Fig. 6. Total makespan of 100 π value estimation tasks using the Monte Carlo method.](image)

The static length task stalling buffer provides up to 15.45 \% improvement over the standard FIFO algorithm, while the dynamic length task stalling buffer provides up to 36.48 \% improvement.

Table II shows that the best results are achieved in the **TS_STS** and **TD_STS** scenarios. These results correspond to the simulation results presented in Fig. 3.

2. **Experimental results using Setup B**

We continued to run experiments using Setup B to test if adding more compute nodes to the public grid will produce similar results. We conducted multiple experiments using different numbers of tasks: 20, 40, and 60. Furthermore, we repeated each experiment five times to test the average time deviations. The aggregate results of 180 tests are presented in Tables III–V. We used the null hypothesis (two-tailed, \(\alpha = 0.05\)) to prove that the alternate hypothesis is correct with at least 95 \% probability. Here, the null hypothesis states that the task stalling buffer does not impact the task execution makespan. In this way, we tested whether the average task execution makespan using the FIFO scheduler is different compared to the average task execution makespan using our proposed scheduling algorithm:

1. TSB-static(10) scheduler.
2. TSB-dynamic scheduler.

### Table II. Task Execution Makespan Decrease Compared to FIFO (using Setup A)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Scenario</th>
<th>Makespan (seconds)</th>
<th>Makespan Decrease</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIFO</td>
<td>TS_STS</td>
<td>22,863</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>20,627</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>14,318</td>
<td>not applicable</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>19,251</td>
<td>not applicable</td>
</tr>
<tr>
<td>TSB-static(10)</td>
<td>TS_STS</td>
<td>19,331</td>
<td>15.45 %</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>17,832</td>
<td>13.55 %</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>13,495</td>
<td>5.75 %</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>19,562</td>
<td>-1.62 %</td>
</tr>
<tr>
<td>TSB-dynamic</td>
<td>TS_STS</td>
<td>14,522</td>
<td>36.48 %</td>
</tr>
<tr>
<td></td>
<td>TD_STS</td>
<td>17,394</td>
<td>15.67 %</td>
</tr>
<tr>
<td></td>
<td>TS_DTS</td>
<td>13,727</td>
<td>4.13 %</td>
</tr>
<tr>
<td></td>
<td>TD_DTS</td>
<td>17,830</td>
<td>7.38 %</td>
</tr>
</tbody>
</table>

The scenarios in which our proposed algorithms performed better than FIFO (with a significance level \(\alpha = 0.05\)) are highlighted in Table IV and Table V. The results show up to 47.3 \% improvement using static length task stalling buffer and up to 20.84 \% improvement using dynamic length task stalling buffer compared to the standard FIFO algorithm. The static length task stalling buffer performed better because task stalling buffer capacity was never reached when executing only 20 tasks. It is inefficient to use the public grid to execute a small number of tasks.
since the private grid outperforms the public grid. The public grid did not receive any tasks. Thus, the platform underutilisation scenario occurred (as discussed in Section VI-B). Since the system was underutilised, we will not include the results from this particular test in our conclusions.

### TABLE V. TASK EXECUTION AVERAGE MAKESPAN USING THE TSB-DYNAMIC ALGORITHM (COMPARED TO FIFO).

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Tasks</th>
<th>Average makespan (seconds)</th>
<th>Standard deviation (seconds)</th>
<th>Makespan decrease</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS_STS</td>
<td>20</td>
<td>3,493.0</td>
<td>133.24</td>
<td>2.93 %</td>
<td>0.3420</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>6,191.8</td>
<td>218.76</td>
<td>12.34 %</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>9,147.8</td>
<td>264.42</td>
<td>8.45 %</td>
<td>0.0010</td>
</tr>
<tr>
<td>TD_STS</td>
<td>20</td>
<td>5,016.4</td>
<td>117.66</td>
<td>14.13 %</td>
<td>0.0500</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>8,759.8</td>
<td>257.83</td>
<td>8.96 %</td>
<td>0.2000</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>13,256.2</td>
<td>480.22</td>
<td>11.06 %</td>
<td>0.0530</td>
</tr>
<tr>
<td>TS_DTS</td>
<td>20</td>
<td>3,497.4</td>
<td>133.06</td>
<td>0.67 %</td>
<td>0.7650</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>6,342.2</td>
<td>88.81</td>
<td>3.56 %</td>
<td>0.0180</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>9,204.0</td>
<td>118.35</td>
<td>5.64 %</td>
<td>0.0190</td>
</tr>
<tr>
<td>TD_DTS</td>
<td>20</td>
<td>4,697.0</td>
<td>607.02</td>
<td>20.84 %</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>9,018.8</td>
<td>193.90</td>
<td>10.16 %</td>
<td>0.1920</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>13,262.2</td>
<td>461.70</td>
<td>9.29 %</td>
<td>0.0720</td>
</tr>
</tbody>
</table>

Finally, an extensive test was conducted by running 200 tasks. The results showed an improvement of up to 5.86 % using TSB-static(10) and an improvement of up to 6.31 % using TSB-dynamic (see Table VI).

### VII. DISCUSSION

The proposed hybrid distributed computing platform can perform distributed computing tasks using cloud computing services and personal employee computers. Our proposed task scheduling method improves the efficiency of the platform, maintaining the same quality and reliability of the service. This innovation allows us to schedule tasks between two grids without requiring any additional information about the tasks.

The focus of ongoing research will be to test the capabilities of the proposed platform to solve big data mining tasks. Energy consumption and hardware usage cost minimisation could also be considered for future research.

### VIII. CONCLUSIONS

Computer study and experiments show that the proposed hybrid cloud tasks scheduling method with static task stalling buffer reduces up to 47.3 % of the total task execution time. This allows us to conclude that a task stalling buffer can be applied for distributed hybrid cloud computing solutions and improve workload balance between two grids. The experiments showed that the most significant improvement is obtained when small batches of tasks are executed on a moderately loaded system. When the system is heavily loaded with large amounts of short tasks, the observed improvement is smaller.
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