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Introduction 
 

This paper introduces the hardware and software 
architecture of an intelligent system, specific to real time 
acquisition of the distributed data.  

The intelligent system is represented under the form 
of an embedded device, accomplished by means of a 
STR710FZ2 microcontroller and an RTX real time kernel.  

A real time system signifies a system whose 
correctness does depend upon both a logical result of 
computing, and upon a moment when that result was 
produced. An equivalent definition is focusing over the 
behavior of the system, which might be analyzed outdoor. 
This fact might be described by means of the service 
concept: the service(s) provided by a system is (are) 
represented by its behavior noticed by the user(s) [1, 2], 
meaning by the specific environment. Basing upon the 
previous mention, a real time system service has to meet 
both the temporal and functional (logical) requirements; in 
this way, the system has to be seen as “erroneous”. This 
fact has carried out the following definitions [3]: 

1. The real time service signifies that service 
necessary to be provided in certain time ranges, 
decided by the environment.  

2. A real time service represents a system, which 
provides at least one real time service. One might 
mention that this definition also emphasizes that 
different services (parts) of the same system can 
be a subject to various temporal necessities.   

The complex applications need more computing resources, 
which means that they will be much easier to achieve if 
using some processors. The critical applications offer an 
increase for more rigorous necessities, which might be 
carried out only by solving adequately the mechanisms of 
tolerance to fault (error) [4, 5]. The tolerance to fault 
(error) needs the redundancy, which can be achieved by 
means of using additional processors.  

A real time system has severe time constraints, when 
a time error might cause human, economic or ecological 

disasters. A real time system has easy time constraints 
when the time errors can be treated by a certain extension. 
A computerized real time system signifies that system 
whose behavior is established by the dynamics of an 
application. In this way, a real time application [6, 7] 
consists of two connected parts: a computerized system of 
real time controlling and the controlled process. 
Concerning the real time systems, the word task is the most 
used as unit, so as to represent the concurrent activities of 
the logical architecture [8, 9]. The physical parallelism of 
the hardware architecture and the logical parallelism of 
application requirements signify most often the basis for 
distributing an application towards competing tasks. 
 
The hardware architecture of an intelligent master 
towards the acquisition of distributed data 

 
The hardware architecture of an intelligent master has 

offered the necessary resources, so as to implement the real 
time application, also known as Intelligent Master. The 
microcontroller has to assure an increased computing 
efficiency [10], but of low price. For the time being, the 
ARM7 TDMI and Cortex M3 architectures offer enough 
resources for such applications. The estimated memory is 
of 128KB of flash memory and of minimum 64KB of 
SRAM, due to the high number of communication buffers. 

In order to accomplish a history of inputs specific to 
objects dictionary and to set up the communication 
protocols and an acquisition cycle, the system was 
endowed with a SD or MMC non-volatile memory type.  

Considering the time chart, a microcontroller with an 
embedded watch is chosen. For the PC communication, 
three possibilities were foreseen, such as: 

- The communication with the serial port and 
RS232 line standard; 

- The communication using USB port; 
- The communication using an Ethernet connection 

of 10/100 Mb/s. 
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Fig. 1. The interface of digital systems towards the environment  
 

In order to implement the protocols imposed by the 
defined requirements, the architecture was fitted with the 
following: 

- Serial ports for ASCII, M-Bus and Modbus 
RTU/ASCII protocols and communication by 
radio modem (the RS232 and RS485 line 
standards will be used); 

- Ethernet ports, which can ensure the Modbus 
TCP/IP protocol; 

- CAN ports, which allow the implementation of 
one or more networks, based upon CANOpen 
protocol.  

Taking into account the reliableness and wiring space 
aspects, it is preferred that resources should be integrated 
on the microcontroller’s chip, as many as possible. This 
will represent an essential criterion for choosing the 
microcontroller. The challenge for real time standards 
consists of choosing between real time kernels, which are 
standardized by adopting the Unix standard interface, and 
the non-Unix real time kernels, modified in order to offer 
specific facilities to real time.  

A set of application programming interfaces (API), 
which extend the Unix interface to real time, were 
proposed as Posix 1003.1b standard. These interfaces, 
which allow the portability of applications in real time 
requirements, are represented by:  

- The functions of timer interface, so as to set up 
and read the internal timers of high resolution; 

- The scheduling functions, which allow the taking 
over an setting up the scheduling parameters. 
Three politics are defined: SCHED_FIFO, 
meaning a preemptive scheduling, based upon 
priorities, SCHED_RR, meaning a preemptive 

scheduling, based upon quantum priorities 
(round-robin) and SCHED_OTHER, meaning a 
scheduling defined by implementation; 

- The functions of files, which allow the creation 
and access to files with determinist performances;  

- Efficient synchronization primitives, such as 
semaphores, and facilities to synchronous and 
asynchronous transmission of messages; 

- Functions of asynchronous notification of events 
and signals in real time, placed in queues; 

- Functions of locking a process memory and of 
facilitating the mapping of the shared memory; 

- Efficient functions, which accomplish the 
synchronous and asynchronous I/O operations. 

 
The real time operating system 

 
A real time operating system should provide 

facilities, so as to accomplish three main essential 
requirements to real time applications[11][12][13]: 

- Ensuring a response from the computers system; 
- The promptitude of response, once this has been 

decided; 
- The security of application code.  
A real time operating system has to be able to take 

into consideration the periodical tasks, with periods and 
terms established, as well as the discontinuous tasks, of 
unknown occurrence data, but of fixed terms. These 
properties might be reached by an approach of levels, 
based upon the real time planning of tasks and of real time 
kernel.  

The evaluation of a real time operating system has 
been mainly based upon the real time abilities, such as: 
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- The promptness of the answer given by the 
computer system; 

- The predictability of  execution times, specific to 
a call to the kernel; 

- Disposing of scheduling politics; 
- Providing the assistance, so as to debug the 

program in real time context, when the 
application runs in the field; 

- Storing the performances for future case studies.  
Two significant aspects will be developed: 

- The promptness of an answer. The promptness of 
an answer specific to a real time kernel can be 
evaluated by two parameters, such as the delay of 
interruption and the delay of response. The delay 
of interruption signifies the delay occurred 
between the arrival of an event to the application 
and the moment when this event is stored in the 
computer’s memory. The delay of response is that 
delay occurred between the arrival of an event to 
the application and the fastness by which the 
event is processed by that task.  

- The predictability of the execution times, specific 
to a call to the kernel.  A real time kernel includes 
a set of methods, in order to reduce the delays, 
meaning: the reentrance, the preemption, the 
scheduling of priorities and the succession of 
priority. As consequence, the execution time of 
each call to the kernel can be evaluated when this 
is executed for the task having the highest 
priority. This time represents the sum of the 
properly call and the delay given by the highest 
critical section of the kernel. 

 
The real time kernel 

 
RTX real time kernel has allowed a flexible 

scheduling of the system’s resources, as the CPU and the 
memory, thus offering some communication means 
between the tasks[14–16].  

The programs written for the RTX real time kernel 
use standard C builders, and they are not compiled by 
means of RealView Compilation Tools, provided by 
MDK-ARM Development Kit.  

In addition to C language, one might declare very 
easily the functions of the tasks, and also the writing of 
real time programs, which only need the including of a 
special header file into the program and the connection 
with the RTX library.  

RTX provides the functionality, as basic point of 
starting and stopping the competing tasks (processes). This 
also offers additional functions for the communications 
among processes. Some communication functions can be 
used, in order to synchronize the different tasks, of 
managing the common resources (as the peripherals and 
memory parts), and also of transmitting complete messages 
among tasks.  

The basic functions might be used, so as to start the 
real time executive, to start and to stop the tasks, or to pass 
the control from one task to another (round-robin 
scheduling). Certain execution priorities might also be 
assigned towards the tasks. When more than one task 
exists in READY list, the RTX kernel uses the execution 
priorities, so that the next task should be executed 
(scheduling by suspension).  

The RTX kernel is fitted with drivers specific to 
communication peripherals, as follows: 

- CAN communication; 
- Serial communication; 
- USB communication. 

 
The software architecture of an intelligent master 

 
The proposed software architecture is structured in 

tasks, as illustrated in Fig. 2. 
The proposed tasks are grouped in three categories:  
- Tasks for communications; 
- Tasks for implementing certain protocols; 
- Tasks for managing the objects dictionary, the 

communication with the PC and working with 
history and configuration files.   

The CANOpen communication task uses two types of 
objects:  

- PDO (Process Data Object) – objects specific to 
real time data exchange, at the level of processes; 

- SDO (Service Data Object) – objects specific to 
configuration and service, at the level of local 
nodes.  

For PDO objects, some communication methods are 
used, of type producer-consumer and master-slave, while 
for SDO objects, the client-server model is used.  

CAN communication task implements a driver for the 
CAN communication, driver which hides the particularities 
of CAN controller on the microcontroller[17, 18]. This 
receives all network messages and will transmit them to 
the task which implements the CANOpen Master protocol, 
if there are messages managed by the network, or will send 
them to the task which manages the objects dictionary, if 
there are messages of SDO or PDO types. 

The serial communication task implements a driver 
for serial communication. The serial driver uses two round 
buffers, one of transmission and one of reception. The 
transmission and reception of messages will be 
accomplished depending upon the serial communication 
protocol, active at that moment:  

- The MODBUS protocol, with RTU and ASCII 
transmission modes; 

- The M-Bus protocol, used for energetic 
consumption supervision; 

- The ASCII protocols.  
The structure of the acquisition cycle, executed by the 
communication tasks, excepting CANOpen, is illustrated 
in Fig. 3.  
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Fig. 2. The main diagram of an intelligent system towards real time acquisition of the distributed data  

 
 
 
 
 
 
 
 

 
 

Fig. 3. The structure of the acquisition cycle, executed by the 
communication tasks, excepting CANOpen 

The USB communication task implements a driver 
for the USB communication. This driver carries out the 
communication with the PC, by means of USB device.  

The Ethernet communication task implements a 
driver for the Ethernet communication. The driver 
accomplishes the communication with the PC, basing upon 
TCP/IP protocol (stack), where efficiencies are measured 
by taking into account the data flow, when high blocks of 
data are transmitted.  

 CANOpen disposes of a network management 
(NMT), in order to monitor and control all the devices 
connected to the network. Each CANOpen device 
implements a state machine, which might be controlled by 
the NMT Master, through the help of the bus. This “states 
machine” represents the central part of the NMT Slave 
functioning. The NMT Master is the only device able to 
influence other states machines of the network, and it is 
allowed to only one NMT Master on network. One might 
notice that an available NMT Master is part of the network 
resources and is able to coexist with a NMT Slave, on the 
same physical device.  

In contradistinction to CANOpen protocol, the 
MODBUS RTU/ASCII protocols, the ASCII protocol and 
M-BUS protocol do not specify separately the behavior of 

the Master device. As consequence, these tasks were 
conceived only for the configuration and managing the 
tasks that accomplish a properly communication. The 
assignments of these tasks are the following:  

- Defining the structure of the acquisition cycle, 
thus emphasizing the quanta for PDOs and SDOs, 
respectively; 

- Defining the size of the acquisition quantum and 
their numbering; 

- Attaching to each PDO quantum a specific 
protocol command, thus indicating if a response is 
waited or not for that command;       

- Defining, if such be the case, certain series of 
successive quanta for multiple commands. 

These tasks are accomplished by means of two ways:  
- According to a structure stored into a flash 

memory or under the form of a file stored either 
into a flash memory or external device (SD Card, 
MMC Card, etc.); 

- Upon basis of certain commands received from 
the host computer, at the stage of initializing the 
intelligent Master. The protocol will not be 
operational in the situation when the work 
configuration is not available (local or of the host 
computer).  

The tasks can meet supervision functions, such as:  
- Counting the messages properly transmitted, and 

received, respectively; 
- Counting the messages with errors at the 

transmission and reception; 
- Counting the timeouts; 
- Metering the functioning time, maintaining the 

records of inputs and outputs of stations on the 
network.  

These functions can generate LOG files, locally 
stored or can send command messages to the host 

RTL  –  Executiv de timp  
real 

TASK  
COMUNICA ?IE CAN 

TASK  
COMUNICA ?IE  

SERIAL? 
TASK  

COMUNICA ?IE USB 
TASK  

COMUNICA ?IE  
ETHERNET 

TASK  STIV?  
CANOPEN MASTER 

TASK  MODBUS  
RTU / ASCII 

TASK  PROTOCOL  
ASCII 

TASK  M - BUS 

TASK  PENTRU ACTUALIZ .  
?I GEST .  DICTIONARULUI  

DE OBIECTE 
TASK  PENTRU  

COMUNICA?IA CU  
PC - ul TASK  GESTIUNEA  

FI?IERELOR 
TASK  PENTRU DEPANARE  

?I ÎNTRE?INEREA  
APLICA?IEI 

DRIVER  
CAN DRIVER  

SERIAL? DRIVER  
USB DRIVER  

ETHERNET 

TASK - uri de comunica?ie 

T A S K - u r i   
d e 
  
i m p l e m e n t a r e 



 

17 
 

computer.  
These tasks, similar to the task corresponding to 

CANOpen protocol, will not interpret the EDS files, since 
this task needs increased resources and might be easily to 
implement on the host computer.  

Taking into consideration the Intelligent Master, the 
Dictionary of objects consists of messages of variable 
length, specific to each protocol. In order to keep these 
messages, two round buffers or proper size are used, one 
for the transmission towards the host computer and one 
towards the reception. The operations over the reception 
buffer are accomplished by: 

- The task specific to the communication with the 
PC, which submits the messages into the 
dictionary (buffer); 

- The task specific to updating and managing the 
Dictionary of objects, which takes over the data 
messages and send them to serial communication 
tasks, either CAN or Ethernet; 

- The control messages, which are sent towards the 
implementation tasks.  

The task used for the communication with the Pc 
manages two round buffers, one for the transmission and 
one for the reception, whose size depends upon the 
communication type, chosen among the RS232 serial 
communication, USB or Ethernet.  

If there is a support for files, the task used for files 
management will manage the following types of files: 

- Files that include the configuration of the 
acquisition cycle; 

- Files that include the logs; 
- Files that accomplish a history of data messages 

on the Dictionary of objects (selectively for each 
protocol or without selection). 

The task used for debugging and maintenance of the 
application will carry out the following basic functions:  

- Manages the counting indicators used by the other 
tasks, accomplishing log type files, or 
transmitting control messages towards the task of 
communication with the host computer; 

- Takes decisions as concerns the stopping or 
starting of a protocol, depending upon the errors 
number; 

- Manages the messages of spy type, useful to 
application debugging. 

 
Conclusions 
 

A main objective of this paper consists in 
emphasizing the structure of an Intelligent Master device, 
which is real time operational and depending upon 
variants, offers a subset or a complete set of facilities, 
meaning: 

- Will be external to the host computer; 
- Will allow the connection to host computer, by 

using RS232, USB or Ethernet interfaces; 
- Will implement the following network protocols: 

MODBUS TCP/IP Master and Slave, MODBUS 
RTU and ASCII MASTER, CANOpen MASTER, 

M-Bus MASTER or ASCII MASTER; 
- Will allow the connection of radio modems: 

XTREAM of 2,4 GHz, GSM or Sony – Ericson 
modem; 

- Will implement the data logger function (will 
create and store the history); 

- Will implement: the TCP/IP stack and sockets, 
SLIP and PPP protocols, protocols for WEB sites 
(HTTP), protocols used to e-mails, protocols used 
to files transferring or the protocols used for the 
radio modems; 

- Will implement the communication component 
for the connection with the OPC DA 2.05 or OPC 
XML-DA servers.  

The Intelligent Masters can be: 
- Local, next to the host computer, or 
- Placed away, if they implement the TCP/IP stack 

and other protocols at the application level 
(HTTP, WEB servers, MODBUS TCP/IP, FTP or 
e-mail protocols, etc.). 
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