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Abstract—Melody extraction from polyphonic music is a 

valuable but difficult problem in music information retrieval. 

This paper proposes a system for automatic vocal melody 

extraction from polyphonic music recordings. Our approach is 

based on the pitch salience and the creation of the pitch 

contours. In the calculation of pitch salience, we reduce the 

peaks number of the spectral transform using a two-level filter 

and shrink the pitch range in accordance with the experiment to 

improve the efficiency of the system. In the singing voice 

detection, we adopt a three-step filter using the pitch contour 

characteristics and their distributions. The quantitative 

evaluation shows that our system not only keeps the overall 

accuracy compared with the state-of-the-art approaches 

submitted to MIREX, but also achieves high algorithm 

efficiency.  

 
Index Terms—Audio content description, feature extraction, 

music information retrieval, pitch contour.  

I. INTRODUCTION 

Vocal melody extraction from polyphonic music is an area 
of research that has received considerable attention in the past 
few years. The term melody has different definitions in 
different context. Nowadays, it mainly points to the pitch 
sequence of the lead vocal. The pitch sequence is usually 
manifested as the fundamental frequency (F0) contour of the 
singing voice in the polyphonic mixture [1]. It is broadly used 
in many applications such as singing voice separation, music 
retrieval, and singer identification, especially in Query by 
Humming [2].  

In [3], a comprehensive review of state-of-the-art melody 
extraction method is provided. The basic processing structure 
of extraction there comprises three main steps – multi-pitch 
extraction, melody identification and post processing. This 
structure is often called the salience-based structure.  

Besides the salience-based methods, there are some other
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designs based on the source/filter model [4], which is 
sufficiently flexible to capture the variability of the singing 
voice and the accompaniment in terms of pitch range and 
timbre. Although this kind of methods can also give a good 
result, they are hard to be understood and often run slow. 
Currently, the salience-based architecture is most widely 
adopted. The salience-based design has a common structure: 
first, get the spectral representation of the signal. The most 
popular technique is the short time Fourier transform (STFT). 
Also, there are a few systems using other methods, such as 
YIN pitch tracker [5], which often arises in melody extraction 
from MIDI and monophonic audios. Second, use the spectral 
representation to compute the F0 candidates. There exist 
many different strategies to compute the candidates, [6] uses 
the harmonic summation of the spectral peaks with assigned 
weights, whereas [1] lets the possible F0 to compete for 
harmonics based on expectation-maximization (EM) model. 
[7] takes a radical approach to feed the spectral representation 
into the support vector machine (SVM) classifier. The 
classifier will return only one pitch — the appropriate 
melody. At last, the melody is chosen from the candidate F0 
using different methods. 

Despite the variety of proposed approaches, vocal melody 
extraction from polyphonic music remains intractable. The 
current approach has an overall accuracy of around 70% from 
Music Information Retrieval Evaluation eXchange (MIREX) 
[8]. This is still lower compared with the melody extraction 
from MIDI. The main reason could be attributed to the lack of 
knowledge of the difference between the vocal and nonvocal 
melody at the singing voice detection stage. On the other 
hand, the system which gets a better overall accuracy runs 
relatively slow due to its high computational complexity. 

In this paper, a system with high overall accuracy and low 
runtime is presented. To reduce the computation time of pitch 
salience which is the most time-consuming part of the system, 
the spectral peaks are first dropped using a two-level filter, 
and then shrink the pitch range of the salience bin. In the 
singing voice detection stage, a three-step filter using the 
contour characteristics and their distributions to discriminate 
the vocal and nonvocal melody is proposed. Besides the 
distributions in [9], more characteristics and their 
distributions are adopted. The experiment result shows that 
our approach not only keeps a high overall accuracy but also 
decreases the runtime obviously. 
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The rest of this paper is organized as follows. Section II 
describes the proposed system in detail. The experimental 

results are presented in section III, and section IV concludes 
this work with possible future improvements.

 
Fig. 1.  System overview. 

II. SYSTEM DESCRIPTION 

Figure 1 shows the overview of our system. The first stage 
is the front end of the vocal melody extraction, called multi- 
pitch extraction. The sinusoid extraction takes the spectral 
transform of the polyphonic music signal to reveal the 
sinusoidal peaks. The peaks are first filtered, and then used to 
compute a representation of pitch salience over time. The 
peaks of pitch salience form the F0 candidates for the main 
melody. 

In melody identification stage, the main job is to find the 
vocal melody. To this end, a set of pitch contours are created, 
which are formed by connecting consecutive pitch candidates 
with similar frequencies. To reduce the generation of the 
non-melody contours, the salience peaks will be filtered at 
first. Using these contours, a lot of contour characteristics 
will be defined, which can be used to discriminate whether 
the contour belongs to the melody.  After that, vocal melody 
is chosen out of all contours in a three-step singing voice 
detection stage with the help of contour characteristics. 

In the final stage, mainly called post-processing, the octave 
error and pitch outlier of the contours are disposed using the 
melody pitch mean proposed by Salamon [9]. At last, the 
main melody is selected from the remaining contours.  

A. Multi-pitch extraction 

1) Sinusoid extraction 

Given a frame of music signal, the STFT is defined as 

 					����� � ∑ 	�
� ∗ ��
  ��������� ��,������   
 l=0,1,…and k=0,1,…,N−1  (1) 

where n is the wave data of polyphonic music; w(n) is the 
window function; N is the number of STFT points; H is the 
time advance of frame (i.e. hop size); M is the frame size; lis 
the frame number. 

The window used in our system is Hann window, which 
has a length 2048, the same as the music frame, 
approximately 46.4 ms for music with 44.1 kHz sample rate 
(fs), and a hop size of 10 ms. FFT length is 8192 with a 4 
times zero padding. The long FFT length cannot give more 
information about the spectrum, but an enhanced frequency 
resolution. For data sampled at 44.1 kHz, the resolution is 
limited to fs/N =5.38Hz. 

Some melody extraction systems use a multi-resolution 
transform instead of the STFT which has a fixed 
time-frequency resolution [10], [11]. In [12], it was shown 
that “the multi-resolution FFT did not provide any 
statistically significant improvement to spectral peak 
frequency accuracy and only a marginal improvement to the 
final melody F0 accuracy”. So we just opt for the STFT in our 
system. 
2) Spectral peaks filter  

After spectrum transform, the signal is transformed from 
temporal domain to spectral domain. The spectral peaks, 
originated from vocal or instrumental accompaniment 
signals, or the noise, are used to calculate the pitch salience. 
Generally, the number of original peaks is large because of 
the accompaniment signals. When it comes to a vocal frame, 
there exist some peaks with salient magnitude. It stands a 
good chance that they are the candidate pitches. But there is 
the possibility they are the pitches of instrumental signals. On 
the other hand, the number is much larger for a silent frame 
and at the same time the peaks magnitude is smaller 
compared to vocal frame, as the peaks are all originated from 
noise with low energy. The spectral transform of vocal and 
silent frame is depicted in Fig. 2.  

The noisy peaks have a negative effect on the correctness 
of the system, so a peak filter step is executed before salience 
computation. As a precursor of voice detection, an excellent 
filter will drop the generation of nonvocal melody contours 
obviously. 

Spectral peaks are often disposed using the highest spectral 
peaks. Peaks with a magnitude more than 80 dB below the 
highest spectral peak in a frame are not considered [12]. 
Noisy peaks may be deleted, but the instrumental and 
harmonic peaks still exist. This will influence the speed of 
salience computation dramatically. 

The aforementioned method is substituted with a two-level 
filter one. First, peaks below a threshold factor ρ of the 
highest peak are filtered out. Second, increase the value of ρ 
if the left peaks number is still large: 

 ���� !�"�#$ ρ,													if		(� ) ��*+,�-� ) (.,0,																					if					��*+,�-� 0 (..  (2) 

If the left peaks number is larger than	(., we just change	ρ 
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to zero. This means the frame has no voice and just is a silent 
frame since there are no salient peaks. 

 
(a)

 
(b) 

Fig. 2.  Spectral transform of vocal and silent frames: a) – vocal frame, b) – 
silent frame. 

After the two-level filter, the number of left peaks is 
approximately stable to (�. Through the modification of (�, 
the granularity of left peaks will be modified easily. 

The range of human fundamental frequency is from 50 Hz 
to 1.1 kHz; the formant frequency can be expanded to as high 
as 10 kHz. But the energy is really small when the harmony 
reaches to five multiples. And the peaks above fifth harmony 
have little influence to the ultimate result. The peaks which 
are smaller than 5 kHz are used through experiment for 
effectiveness. 

To select the best parameters for the final result, we use the 
grid search to find the optimal parameters for	ρ, (�, (.(0.2, 
16, and 64 respectively). 
3) Salience function computation 

After filtering the spectral peaks, the candidate pitch is 
often among the left peaks. But there will be wrong situations 
sometimes: the pitch is filtered because of low energy which 
often results from masking effect. This could be averted 
through the computation of pitch salience. 

The salience computation in our system is similar to [9], 
where the salience of a given frequency is computed as the 
sum of the weighted energies found at harmonics of that 
frequency. Unlike [9], the pitch range is reduced from 90 Hz 
to 1.44 kHz and the bin number is reduced to 480 from 600 
simultaneously. The pitch range includes four octaves. Given 
a frequency f in Hz, its corresponding bin B(f) is changed to 

 2�*� � 3�.��∙�56�7 89:;��  1=.		  (3) 

Because of the two-level filter of spectral peaks, the 
salience function is redefined as 

 >�?� � ∑ ∑ @�?, ℎ, *B�CB��DEF�� ∙ -B 	,	  (4) 

where -B  is the amplitude of spectral peaks; *B  is the 
frequency of spectral peaks; GF  is the harmonics number 
considered; @�?, ℎ, *B�  is the weighed function to a given 
frequency. 

The reason for promoting the basement of lower pitch is 
that there is little possibility most of our singing voice F0 can 
reach to a very low level. At the same time, a lot of melody 
contours which belong to instruments will be filtered. Some 
instruments tend to have a low fundamental frequency. The 
shrinking of the pitch range is advantageous to reduce the 
execution time of the system dramatically since the salience 
function computation is the most time-consuming part of the 
system. 

B. Melody identification 

In the context of melody identification, the problem is to 
decide which candidate pitches belong to the melody, and to 
detect whether the melody is active or silent at each frame. 

At this stage, some systems simply decide a single best 
melody pitch at every frame and do not attempt to form them 
into higher note-type structures [1], [13]. However, some 
systems track the pitch candidates and then group the 
candidates to contours—time and pitch continuous sequences 
of salience peaks [9], [10], [11], [14]. Recently, more and 
more systems use the latter method as it can give more 
accurate result from MIREX held in 2011. The reason could 
be that more information could be extracted from contours 
which will be exploited to select the correct melody pitch. So 
we also adopt the latter approach. 
1) Pitch tracking 

Before the tracking process is carried out, nonsalient pitch 
candidates are filtered out to minimize the creation of 
contours belong to instrument or noise. This procedure is also 
a two-level filter [9]: first, filter out the peaks just like in 
spectral peaks filter; drop the peaks whose salience is below a 
threshold factor H+ of the salience of the highest peaks. 
Second, calculate the salience mean Is and standard deviation Js of all the left peaks in all frames. Then filter out the peaks 
whose salience is below Is−H σ ∙Js. H+ andH σ  are both 
experimentally set to 0.9. 

After filtering the pitch salience, a set of pitch contours are 
created using heuristics in terms of the auditory scene 
analysis [15]. The key of generating contours is based on the 
following regularity — Gradualness of change: 

− A single sound tends to change its properties 
smoothly and slowly; 

− A sequence of sounds from the same source tends 
to change its properties slowly. 

Based on the regularity, the contours are generated by 
adding the similar pitch to a contour from adjacent frames. 
An example is illustrated in Fig. 3. The polyphonic signal is 
with duration 12 s. There exist so many contours because of 
the instrument and harmonics. The melody could only be 
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identified hazily. 

 
Fig. 3.  All the melody contours, including vocal and nonvocal contours. 

2) Pitch contour characterization 

After creating the contours, the remaining problem is to 
choose the correct contours which belong to the vocal 
melody. Actually, this is the most difficult part of the vocal 
melody extraction. Using the pitch contours, a serious of 
characteristics will be proposed. All the characteristics are 
defined based on the pitch, length and salience. In addition to 
such characteristics computed directly using pitch and 
salience, there exist two other complicated features: vibrato 
and tremolo which are calculated using STFT on contours. In 
our system, the characteristics computed for each contour are 
comprised of the characteristics in [9] and tremolo. Tremolo 
which is similar to vibrato refers to the periodic variation of 
intensity, or amplitude modulation [16]. The characteristics 
are quite intuitive and easy to compute except vibrato and 
tremolo. But sometimes the characteristics alone cannot give 
us more information to the insight of the truth. The 
distributions of the characteristics are calculated to get more 
information with respect to the difference between vocal and 
accompaniment melodies [9]. Although most distributions 
have no discriminations at most times, the contour salience 
mean and standard deviation distributions reveal great 
discrimination ability. 
3) Singing voice detection 

As an independent field, singing voice detection usually 
extracts a set of audio features from the audio signal and then 
uses them to classify frames using a threshold method or a 
statistical classifier [16]. 

As for vocal melody extraction using pitch contour 
characteristics, the problem of singing voice detection can be 
simplified to distinguish the vocal contours from all the 
contours. Methods originally used to detect the presence of 
singing voice can be migrated here. Hsu [11] applies the 
method by utilizing the vibrato and tremolo. Salamon uses 
the distributions of characteristics to filter out the nonvocal 
melodies. We propose a three-step filter to filter out these 
melodies. 

Before going the singing voice detection, the contours with 
short duration (less than 60 ms) are excluded in this stage 
because they are more likely to be produced by some 
percussive instruments or unstable sounds. 

From the contour characteristics, it will be seen the 
nonvocal contours tend to have a smoother trajectory since 
they have a smaller pitch standard deviation. Using this 

feature, the contours can be filtered out with a low pitch 
standard deviation (σ<20) and have a long length (l>10). This 
procedure as the first step of singing voice detection will 
improve the final accuracy through deleting more nonvocal 
contours. 

We achieve two different aforementioned strategies for 
singing voice detection kernel to compare their effectiveness 
and correctness. Neither of the two strategies will filter out all 
the nonvocal contours. There is a trade-off in selecting the 
parameters to try best to save more vocal contours and less 
nonvocal contours. 

As the third filter of singing voice detection, contour pitch 
mean (LN̅) and pitch standard deviation (JOP̅) of all the left 
contours are used to drop the contours which have a low pitch 
mean since the fundamental frequency of the instrumental 
contour is often low. If the pitch mean of a contour is lower 
than LN̅ - ν ∗ JOP̅ , the contour is dropped. Parameter ν  is 
experimentally set to 1.2. The contours left after the singing 
voice detection is depicted in Fig. 4. 

 
Fig. 4.  Remaining contours after singing voice detection 

The contour number is much less compared with Fig. 3 
since the singing voice detection step drops most nonvocal 
contours, and the melody is revealed more clearly. Of course, 
there are some octave and exceptional contours left, too. 
These contours will be excluded in the next stage. 

C. Post processing 

One of the major error types of singing pitch extraction is 
the doubling and halving errors where the harmonics or 
sub-harmonics of the fundamental frequency are erroneously 
recognized as the singing pitches, commonly referred to as 
octave error. Various approaches have been proposed for the 
minimization of octave errors: [14] eliminates one of the 
harmonics if its salience is less than 40 % of the most salient 
pitch contour if they differ by one octave, 20 % if they differ 
by two octaves, and so forth. The harmonic contours are just 
deleted in light of the assumption that the lowest frequency 
contour within a frame is the vocal F0 partial in [11]. 
Salamon iteratively calculates a “melody pitch mean” to 
solve this problem. Unfortunately, none works well in all 
conditions.   The contours with weaker energy or the higher 
frequency may be the real melody sometimes. Among all 
ways, the way calculating a “melody pitch mean” works the 
best since it reflects the melody trend. So we adopt this way 
in our system to delete harmonics and pitch outlier. 

At last, the melody is selected from the remaining contours. 
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In most times, there lefts only one pitch at every frame, so 
just use this one as the ultimate pitch. If there are more than 
one pitches left, the melody is selected from the pitches with 
bigger salience sum. If no contour is present the frame is 
regarded as unvoiced. 

The ultimate melody is provided in Fig. 5. 

 
Fig. 5.  Final melody extracted by our system (red) and the ground truth 
(blue, shifted up one octave for clarity) 

The red melody contour is the final melody estimated by 
our system, the blue melody contour is the ground truth 
(shifted up one octave for clarity). It can be seen that the 
extracted melody is very similar to the ground truth. But there 
also exists an apparent flaw: the vocal melody is excluded 
between 9-10 s. 

III. EVALUATION 

In this section, we present an experimental evaluation for 
our vocal melody extraction. First, the difference between the 
approach based on the vibrato/tremolo and the one based on 
the contour characteristics distributions is evaluated. Then, 
next is the effectiveness of every step of the three-step 
singing voice detection. At last, the distribution of the overall 
accuracy is analyzed. 

A. Evaluation Set 

There are many datasets used in MIREX. The number of 
songs in three datasets is small (i.e. ADC2004, MIREX05, 
and MIREX08), one is large (i.e. MIREX09). From [17], [18], 
ADC04, MIREX05 and MIREX08 collections are unstable 
because the performance variability is due to song difficulty 
differences rather than algorithm itself. As such, results from 
these collections alone are expected to be unstable, and 
therefore evaluations that rely solely on one of these 
collections are not very reliable. So it’s reasonable to discard 
these datasets, and use MIR-1K which is a publicly available 
dataset proposed in [17]. It has 1000 song clips with a 
duration ranging from 3 to 12 seconds, and the total length is 
up to 133 minutes. There are 19 singers, 8 females and 11 
males, most of them are amateurs with no professional 
training. 

B. Evaluation metrics 

The algorithms in MIREX are evaluated in terms of five 
metrics, including Voicing Recall Rate (VRR), Voicing False 
Alarm Rate (VFAR), Raw Pitch Accuracy (RPA), Raw 
Chroma Accuracy (RCA), and Overall Accuracy (OA). The 
detail is depicted in [3]. Since RCA measures the capacity of 

the algorithm to remove octave melodies, and is no use to the 
computation of the overall accuracy. It’s harmless to neglect 
this metric. 

C. Evaluation for singing voice detection kernel 

We evaluate two different strategies for singing voice 
detection: vibrato/tremolo and characteristics distribution. 
The difference of overall accuracy between them is huge, and 
the result is shown in table 1. It is obvious to see that the 
VFAR is much higher using vibrato/tremolo than that using 
characteristics distribution although the VRR is high. This 
proves that the only use of vibrato/tremolo is not enough, 
more complicated discrimination method should be used, just 
like in [11]. What’s more, taking the algorithm complexity 
into consideration, the latter is more advantageous than the 
former.  

TABLE I. THE RESULT OF DIFFERENT STRATEGIES TO SINGING 

VOICE DETECTION 

D. Evaluation for three-step singing voice detection 

We verify the impact of every filter on the overall accuracy 
through getting rid of each of them. Figure 6 shows the 
overall accuracy results of singing voice detection. The blue 
bar (first) shows the result of only using contour 
characteristic distributions to detect the singing voice. The 
red bar (second) shows the result when the first step is added. 
The green bar (third) shows the result when the third step is 
added. The purple bar (forth) shows the result which is 
achieved by using all the three steps. It is clear that the 
proposed three-step singing voice detection can improve the 
overall accuracy considerably. 

 
Fig. 6.  The overall accuracy of MIR-1K with different filter strategies. 

The dataset mainly used in MIREX is MIREX09 dataset, 
which is constructed using the similar way like in the 
construction of MIR-1K dataset. So the results using the 
MIREX09 could be compared with our system on some level. 
The best result using MIREX09 mixed at 0 dB SNR in 2012 
is 69 %, which is obviously smaller than the results (78 %) in 
2011. It means this field needs more research to get a better 
result. By contrast, our system gets a 74 % overall accuracy. 

Although it’s smaller than the best result in 2011, the 
runtime descends considerably. The spectral peaks filter can 
drop the peaks number from more than 30 to less than 10. 

The shrinking of pitch range in salience computation can 

0 2 4 6 8 10 12
1000

1500

2000

2500

3000

3500

4000

Time (s)

F
re

q
u
e
n
c
y
 (

c
e
n
ts

)

70

71

72

73

74

MIR-1K

The Overall Accuracy (%)

Step 2 Step 1,2 Step 2,3 Step 1,2,3

Strategies VRR VFAR RPA OA 

Vibrato/Tremolo 0.92 0.61 0.70 0.61 
characteristics 

distribution 
0.83 0.21 0.72 0.74 

107



ELEKTRONIKA IR ELEKTROTECHNIKA, ISSN 1392-1215, VOL. 19, NO. 6, 2013 

also improve the efficiency. What’s more, we just neglect 
some time consuming procedures such as equal loud filter 
and frequency correction. So our system is about 4 times 
faster than the one with best overall accuracy. 

E. The OA distribution of MIR-1K dataset 

Although the overall accuracy of our system is lower than 
the best approach submitted to MIREX in 2011 (about lower 
1 %). Our system runs much faster, and through the overall 
accuracy distribution, it can be seen our system is actually 
better than expected. The number whose OA is greater than 
mean OA, than 70 %, than 60 % is 54 %, 66 % and 87 % 
respectively, as depicted in Fig. 7. That means most music in 
the dataset have an overall accuracy greater than 60 %. This 
result is sufficient for the actual applications, such as Query 
by Humming. 

 
Fig. 7.  The overall accuracy distribution of all the music in MIR-1K dataset. 

IV. CONCLUSIONS 

Melody extraction from polyphonic music is a valuable 
problem because the melody can be used in many valuable 
applications, especially in Query by Humming. However, the 
relative long extraction time and the low accuracy limit its 
extensions. In this paper, we proposed a system for automatic 
vocal melody extraction from polyphonic music recordings. 
The vocal and nonvocal melodies are mainly discriminated 
using a three-step singing voice detection. Although the 
shrinking of spectral peaks number and the range of pitch 
salience, the overall accuracy does not reduce so much and 
moreover the speed is improved many times. The distribution 
of the overall accuracy of all the songs in the dataset manifest 
that our system can be applied into actual applications.  

In the future, more work can be done on singing voice 
detection to further improve the overall accuracy and use the 
melody extracted to Query by Humming. Actually, the 
problem of singing voice detection can be fallen into the 
problem of classification. So the classic methods of 
classification, e.g. SVM, neural network, could be used to 
classify the vocal and nonvocal contours, and maybe give a 
better result. 
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