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1Abstract—This paper proposes a low-complexity spectral
partitioning (SP) based MUSIC algorithm for automotive
radar. For short-range radar (SRR), the range accuracy and
resolution of 24 GHz ISM band radar should be improved
because the requirements of automotive sensing become more
demanding over time. To improve the performance of range
estimation, high resolution based algorithms such as the
estimation of signal parameters via rotational invariance
techniques (ESPRIT) and multiple signal classification
(MUSIC) have been proposed. However, in a low signal-to-
noise ratio (SNR), the high resolution algorithm shows
degraded performance to estimate the parameters. To solve this
problem, SP based high resolution algorithms have been
studied recently. However, for real-time operation, the
conventional SP method cannot be applied to automotive radar
due to its high complexity. Therefore, a low complexity SP
based MUSIC is designed to maintain the performance of the
range accuracy and resolution in a low SNR environment.
While the complexity of the proposed algorithm is less than the
SP-MUSIC, Monte-Carlo simulation results and experimental
results show that the estimation performance of the proposed
method is similar to that of SP-MUSIC in terms of various
parameters.

Index Terms—Vehicle radar; spectrum partitioning;
MUSIC; low SNR; low complexity.

I. INTRODUCTION

Driver assistance systems are one of the major
applications to create a safe and convenient automotive
environment. Active or passive driver assistance systems
should recognize the stationary and moving target around
vehicles. Given this, many kinds of sensors such as radar,
lidar, and camera are needed [1]. In particular, millimeter-
wave radar is useful in many automotive applications such as
adaptive cruise control (ACC) and lane change assistance
(LCA) regardless of bad weather such as rain and fog for
detecting long and short range targets [2], [3]. Since
automotive requirements are gradually increasing,
automotive radar needs improved range resolution and
maximum distance. With the conventional 24 GHz ISM
band radar with bandwidth of 200 MHz and a maximum
distance of 30 m, it is difficult to meet various requirements
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of automotive sensing. Over the past decades, to improve the
performance of range resolution, high resolution based
algorithms such as the estimation of signal parameters via
rotational invariance techniques (ESPRIT) [4], multiple
signal classification (MUSIC) [5], and the autoregressive
method [6] have been proposed. In the case of low SNR, a
high resolution algorithm that exploits spectral partitioning
(SP) [7] has been developed to improve the estimation
performance. The SP based high resolution algorithm
divides the spectrum into multiple spectrum sub-bands and a
high resolution algorithm is generated using each sub-band
signal. However, the SP based high resolution algorithm
cannot be adopted for real-time implementation due to the
high computational load. Therefore, in this paper, in order to
satisfy the required accuracy requirements and reduce
complexity compared with the conventional estimator, we
propose a low-complexity SP based MUSIC algorithm,
which is the most widely used algorithm, for vehicle FMCW
radar.

II. SIGNAL MODEL

The mathematical form of the transmitted FMCW signal
for automotive radar is defined as

  2
,exp ( ) , for  02( )

0, elsewhere,

s symj t t t T
s t

        


(1)

where ωs is the initial frequency, μ is the rate of change of
the instantaneous frequency of a chirp symbol, μ = ωBW/Tsym,
ωBW is the bandwidth of the FMCW signal, and Tsym is the
signal period of the FMCW symbol.

Consider M targets in the road environment, and let τm

denote the round-trip time delay of the m-th target. Then,
assuming a time-invariant channel over Tsym, the received
signal can be represented by
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where am denotes the complex amplitude for the m-th target
and ωn(t) is the additive white Gaussian noise (AWGN)
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signal. In the received part, de-chirping is defined as the
multiplication of the received FMCW signals y(t) and the
conjugation of the FMCW transmitted signals s*(t) such that

*( ) ( ) ( ),r t y t s t  (3)

where r(t) indicates that y(t) is transformed into a sinusoidal
form. Through (3), it is derived that the transformed signals
r(t) have a sinusoidal waveform such that
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When the Nyquist sampling frequency fs = 1/Ts is given,
the discrete time model r[n] of r(t), which is received
through an analog-to-digital converter (ADC), can be
described as follows
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where n = 0, 1, … N-1.

III. PROPOSED LOW-COMPLEXITY SPECTRAL PARTITIONING
BASED MUSIC ALGORITHM FOR AUTOMOTIVE RADAR

In order to reduce noise effects for automotive radar, the
proposed algorithm presents a low complexity SP based
MUSIC algorithm that detects the signal region among
multiple spectral sub-bands. The proposed method is
composed of a signal-based spectral partitioning part and an
efficient spectrum generator part. Through the proposed
algorithm, we can obtain MUSIC results that are robust to
low SNR for a low complexity system.

A. Signal-based SP Method for SNR Improvement
The proposed low complexity SP-MUSIC method for

SNR improvement is shown in Fig. 1. The signal-based SP
block of the proposed method is composed of DFT,
windowing, a comparator, and a signal selector with a
switch. The DFT is the traditional method to detect and
estimate multiple signals. The DFT output is accomplished
as follows
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where l denotes an index of the discrete frequency for the
estimation of the time delay. After the spectrum can be
divided into S sub-bands of size B = [N/S] spectral samples
using windowing, where the notation [x] represents the
smallest integer larger than x, we compute the comparator
block using windowing DFT results and threshold signal. We
can then obtain the signal-based spectrum index vector It =
[I1, I2, …, IM] in the case where M multiple targets exist
through the signal selector block. In order to achieve the
sub-band of interest, let us define a spectral partition matrix
for the s-th sub-band s = 0, 1, 2, . . . , S-1, such as

0 1 1( , ,..., ),s s s
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where the diagonal element s
ip is given by
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where, LM is a set of indexes about selected window signal
among total sub-band [7] such as
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After signal-based windowing is achieved such as

, ,w s sR P R (10)

where  T[0], [1],..., [ 1]R R R N R and
T

w,s w,s w,s w,s[0], [1],..., [ 1]R R R N   R defines the DFT

results with the windowing for the s-th sub-band and (·)T is
the transpose. Through the switch block, signal-based
spectrum results are stored in an efficient memory block
with size N  M.
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Fig. 1. Block diagram of proposed algorithm based on low complexity SP-
MUSIC.

B. Efficient Memory-based Spectrum Generator Method
Using windowing DFT results chosen by the signal

selector block and storing at the memory block, the inverse
DFT (IDFT) block for the s-th sub-band is achieved such as
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where , [ ]w sr n is stored at the memory with indexes s and n.

For example, ,0[0]wr and ,1[1]wr are located at MEM00 and
MEM11, respectively. The MUSIC method is then processed
using the signal rw,s[n] with reduced noise power and N
samples. The autocorrelation matrix Rs of N by N is defined
as

H1
s w,s w,s0 ,N

n
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where the sequence
T
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The eigenvalue decomposition (EVD) of Rs has a form
given by
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where the signal eigenvector matrix ES = [e0, …, eM-1]
contains M eigenvectors that span the signal subspace of the
correlation matrix, the noise eigenvector matrix EN = [eM, …
, gN-1] indicates N-M eigenvectors spanning the noise
subspace of the correlation matrix, and λn denotes the n-th
eigenvalues of Rs. The largest M eigenvalues of λ0, … , λM-1

correspond to the M eigenvectors of ES. The other
eigenvalues λM, …, λN-1 correspond to the eigenvectors of EN

such that λM = …= λN-1=σ2. Then, according to [5], the
frequency spectrum of the noise-reduced signal for s-th sub-
band is expressed as
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where a(τ) is defined by s s
T( 1)( ) 1, ,...,j T j N Ta e e      .

After all the MUSIC results based on SP are summed, we
can finally obtain the time delays τ of M targets to find the
peak finding in the proposed spectrum.

IV. SIMULATION RESULTS

In order to evaluate the performance of the proposed
algorithm, we achieve a snapshot of the range spectrum and
a Monte-Carlo simulation averaged over 10,000 estimates.
In the following simulations, we set the parameters as shown
in Table I.

TABLE I. SIMULATION PARAMETERS FOR AWGN CHANNEL.
Parameter Value

μ 2.5 × 1012

Ts 200 ns
Tsym 80 μs

With 1.5m distance resolution related with 1/bandwidth,
when the two targets were placed at R1 = 5 m and R2 =

5.8 m, respectively, the range spectra for DFT, MUSIC, and
the proposed method were derived as shown according to
different SNR in Fig. 2 and Fig. 3, respectively. In Fig. 2, in
the case of SNR = -22 dB and single target, peaks of the
DFT and the proposed algorithm were observable. However,
the detected peak of the MUSIC does not exist compared
with the real value due to the low SNR. In Fig. 3, in the case
of SNR = 10 dB and two targets, two peaks of DFT and
MUSIC were observable but not sharp. However, the
detected peaks of the proposed algorithm are sharper than
the peaks of the other conventional algorithm and closest to
the real value. This characteristic is found in the measured
results as well, as shown in Section V.
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Fig. 2. Range spectrum of various algorithms for single target at SNR = -
22 dB.
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Fig. 3. Range spectrum of various algorithms for two targets at SNR =
10 dB.

In Fig. 4, the proposed algorithm is performed 10,000
times for two equal amplitude signals spaced with a range
distance R at each SNR. For the proposed and
conventional algorithms, the probabilities of detection are
defined by whether the spectrum can classify two targets.
Here, R was 80 cm, which corresponds to a 2.6 ns time
delay. Based on Fig. 4, to resolve two targets separated by
75 cm at a PD of 0.8, the required SNR of the proposed
algorithm is 11.5 dB for the simulated echo signals while
that of the conventional MUSIC algorithm is 12.25 dB and
the DFT cannot detect any targets. Due to this difference in
the required SNR, we can obtain higher maximum distance
to detect targets. Figure 5 shows the frequency root mean
square error (RMSE) as a function of the SNR with R =
80 cm. As expected, it can be seen that the RMSE
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continuously decreases with an increasing SNR. In addition,
the proposed algorithm gives the best result whereas DFT
and MUSIC cannot estimate the time delays well when the
SNR is small because of their poor performance.
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Fig. 4. Detection probability of various algorithms according to SNR.
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Fig. 5. RMSEs of various algorithms according to SNR.

V. COMPUTATIONAL ANALYSIS

The computational analysis evaluates the required
processing time in the proposed algorithm compared with
the conventional algorithm. We implemented various
algorithms such as DFT, IDFT, and MUSIC in C-
programing with EVD and peak searching in the pseudo
spectrum. The analysis parameters are as follows. The
maximum distance is 300 m and the number of sub-bands is
10. The proposed method reduces the processing time by
more than 89 % with two objects, whereas the processing
time with the conventional SP-MUSIC was constant
irrespective of the number of objects. We evaluated the
developed algorithms with the MATLAB program running
at 2.4 GHz with an Intel processor. The processing time for
each of the implemented algorithms was measured by
CPUTIME of MATLAB through the start-time and the end-
time of the processor. The FMCW chirp parameters used in
section IV for simulations are applied for the computation
analysis in the same manner. The executed processing times
for the implemented time delay estimation algorithms are
summarized in Table II. The conventional SP based MUSIC
has S times of hardware complexity compared with general
MUSIC. The complexity of proposed method is similar with
that of MUSIC algorithm.

TABLE II. PROCESSING TIME.
Algorithm Processing Time
Proposed 0.64 s
MUSIC 0.56 s

SP-MUSIC 5.44 s

VI. EXPERIMENTS

To verify the performance of the proposed method in a
real environment, we performed a variety of experiments
inside an anechoic chamber located at Daegu-Gyeongbuk
Institute of Science & Technology (DGIST) in South Korea
[3]. The chamber was built for wireless signals of 8 GHz to
110 GHz. The dimensions are 10 m (L) × 5 m (W) × 4 m
(H). As shown in [3], a maximum of four targets, which
could be moved back and forth, were used for our
experiments. By using the chamber environment, we can
find the exact positions of the targets to assess the algorithm
performance.

A. RF Transceiver
A block diagram of the 24 GHz FMCW radar system is

shown in Fig. 6. The system comprises a single transmitter, a
single transmitting antenna, two receiving antennas, and two
receiving channels. The transmitter generates FMCW
signals. The initial transmission time of each sweep is
determined by a signal processing board. The received
signal from the receiving antennas is used to process the
proposed algorithm. The transmitter contains a voltage-
controlled oscillator (VCO), a frequency synthesizer, and a
26 MHz oscillator. To generate the FMCW source, the
frequency synthesizer controls the input voltage of the VCO.
The source sweeps over a range of 24.025 GHz–24.225 GHz
with 8 dBm output power. The transmitted RF signal is sent
to the transmitted antenna and receiver mixer via the power
divider.

The receiver comprises three LNAs, three mixers, two
high-pass filters (HPFs), and two low-pass filters (LPFs).
The receiver has an overall noise figure of 8 dB. The gain
and noise figure of the LNA are 14 dB and 2.5 dB,
respectively. The received RF signal is down-converted to
an IF signal (beat signal) by the mixer. The measured 3 dB
cutoff frequency of the HPF and the LPF is about 13 KHz
and 2 MHz, respectively.

Fig. 6. Photograph of the 24 GHz FMCW radar system.

B. Experimental Procedure
We conducted an experiment with the proposed method
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for a single target in the chamber.
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Fig. 7. Experimental results: a) [R1, θ1] = [4.2 m, -0˚], b) [R2, θ2] = [4.4 m,
-30˚], c) [R3, θ3] = [7.2 m, -3˚], d) [R4, θ4] = [7.3 m, -30˚].

In order to guarantee the validity of the proposed
algorithm in a variety of situations, the range map was
derived as given at [R1, θ1] = [4.2 m, -0˚], [R2, θ2] = [4.4 m, -
30˚], [R3, θ3] = [7.2 m, -3˚] and [R4, θ4] = [7.3 m, -30˚] in the
anechoic chamber in Fig. 7.

As seen in Fig. 7, the proposed and the conventional SP-
MUSIC method could accurately estimate the range
spectrum. However, SP-MUSIC has higher complexity than
the proposed algorithm because it chooses all regions of the
DFT.

VII. DISCUSSION

The proposed SP-MUSIC with low complexity has similar
range resolution performance compared to conventional
MUSIC-based high-resolution algorithm, but has
significantly lower processing time performance. Especially,
in the low SNR environment, the performance of the
proposed algorithm is improved compared to the
conventional MUSIC algorithm in single target and multiple
targets. It is expected to improve the parameter performance
of the vehicle radar by implementing the proposed algorithm
composed of the conventional FFT or MUSIC in the
embedded system of automotive radar.

VIII. CONCLUSIONS

We have proposed the low complexity SP-MUSIC
algorithm for automotive radar. To improve the performance
of range estimation, high resolution based algorithms such as
the ESPRIT and MUSIC have been proposed. However, in a
low SNR, the high resolution algorithm shows degraded
performance to estimate the parameters. To solve this
problem, SP based high resolution algorithms have been
studied recently. However, for real-time operation, the
conventional SP method cannot be applied to automotive
radar due to its high complexity. So, we need to propose the
low complexity high resolution algorithms. The proposed
method consists of DFT, windowing, comparator with a
switch, memory, IDFT and MUSIC to satisfy the required
accuracy requirements and reduce the complexity compared
with the conventional SP-MUSIC estimator. The time delay
performance of the proposed method is improved for various
multi-targets in the presence of an AWGN channel. While
the complexity of the proposed algorithm is less than that of
the conventional algorithm, e. g. MUSIC, as determined
through the Monte-Carlo simulation results and experimental
results, the range resolution of the proposed method is
similar to that of SP-MUSIC for various parameters. The
proposed method is applicable to vehicle radar due to its low
complexity characteristics.
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