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Introduction 

 
The accuracy of the recognition data is important 

problem of speech recognition system. The main attention 
is given to algorithms, features and templates. But no less 
important are paralinguistic factors such us speaker’s age 
and sex, physiological and psychological status, voice 
timbre, environment (e.g. bus station, metro, cafe, school, 
etc.), signal channels, background noise, and others [1, 7]. 

Human voice timbre, physiological status, 
psychological status and background noise are the main 
Para-linguistic factors which influence is analyzed in 
speech recognition. 

Various recognition methods are used to analyze 
influence on speaker’s emotional state. One of them is to 
try to recognize when speaker said word in a joyful, upset, 
surprised or other tone [8, 12]. When analyzing influence 
of the environment the method when near recognition 
system is playing different noises is used [2].  

Another very important object for recognition is 
microphone. Here different methods are also used and one 
of them is when two different microphones are used, with 
one microphone for the learning system, and another one 
for the recognition [3]. Examples of other systems could be 
changing distance between speakers and recognition 
systems [4, 9], and using more than two microphones and 
background noise [5, 6]. 

The aim of this paper was to find out through the 
experimental analysis what direct influence do the Para-
linguistic factors found in natural environment have on the 
recognition of speech signals. The main attention was 
given to the specific influences such as speakers’ 
contingent, environment, training conditions and features. 
The results of the research are given at the end of the 
paper. 
 
Statement of the problem 
 

The  accuracy of  speech recognition was  tested with  

these factors: 
- features of speech commands used in recognition; 
- modeling of speech command etalons used in the 

recognition; 
- characteristic of speech signals used to create 

etalons; 
- environments’ in which speech commands’ 

recognition are used; 
- contingent of speakers used in the speech 

recognition. 
In the experiment used speech commands recognizer 

was based on the dynamic time warping method [13]. 
 
Solution of the problem 
 

A lot of analyses of speech commands recognition 
problems are done in the laboratories [10,11]. However, 
people using recognition systems are working in different 
environments with different characteristics from those the 
systems have been developed in. Thus, while analyzing the 
practical use of speech command recognition technologies, 
we had to explore the factors that influence accuracy of 
these technologies. Therefore the experiment was 
concentrated to those problems. 

Influence of the factors on the accuracy of speech 
command recognition was examined in this way. At first 
the situation was examined, then speech command etalons 
were created in the four different environments and by one 
woman-speaker. 
 Three types of features were used: 

- Cepstrum coefficients; 
- Central cepstrum coefficients; 
- Coefficients of speech signal autoregressive 

process. 
To create speech command etalons were used two 

etalon types: 
The first etalon type  – one speech signal command 

etalon is selected from the set of two speech signal 
commands. 
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The second etalon type– to create this speech signal 
command etalon five speech signal commands are selected 
from the set of six speech signal commands. 

In Fig.1 environments used for the creation of speech 
signal command etalons and for making experiment of 
speech signal recognition are presented. More details about 
environments: 

Environment A was a workplace with four 
computers. Also there were printer, shelves, two windows, 
settee, coffee-table, hanging and standing shelves. 

Environment B was a workplace with eight 
computers. Two types of noises could be heard in this 
room. One is working computers’ noise and the other of air 

conditioner. Glass-partition separated this computer class 
from the other computer class. 

 Environment C was a workplace with fifteenth 
computers. Also there were a blackboard, printer and air 
conditioner, that during experiment was turned off.  
Teacher’s table stands in the middle of the room. 

 Environment D was a workplace with ten 
computers. Also there were a blackboard, printer and air 
conditioner, that during experiment was turned off. 
Teacher’s table stands near the wall. There were no other 
noises in the room. Glass-partition separated this computer 
class from the other computer class. 

 

Impulse signal )(t∆ was used to measure acoustic 
characteristics of the room. The impulse signal was created 
with a pistol shot. Acoustic response signal )(ty  to the 
signal )(t∆  was measured. Spectral characteristics 

)( ifS of signal )(ty  was computed:  
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Spectral characteristics )( ifS are presented in Fig. 2. 

Experimental investigation 
 
Speech command recognition systems used in the 

experiment were based on the dynamic time warping 
method [13]. Recognizer consists of three main parts: 
recording speech signal, training with etalons of speech 
command signal, and recognizing speech signal. 

Recognizer uses dynamic programming for speech 
signal’s endpoint detection. This method is based on the 
time warping and Bellmen function [14, 15]. 

Recognizer’s training was based on the method of the 
nearest neighbor, when speech signal etalon with the 
lowest average distance to the other etalons is selected. 
Speech command signal etalon chooses the one who has a 
minimal distance to the other speech signal etalons. 

To compute a distance between speech signals the 
following method was used: at first one speech signal’s 
distance to other speech signals was computed. One signal 
was chosen as the basic one, and the others were left as 
comparative. This process was repeated with all speech 
signals. Finally, all candidate etalons for training  
were chosen. The second step was to group all etalons into 
groups of two, three, four, etc etalons. First step helped to 
find out which group is the best for etalon [13]. 

    

    
 

Environment A 
 

 
Environment B 

 

 
           Environment C 

 

 
           Environment D 

 
Fig. 1. Environments used for measurement 
 

      

Fig. 2. Spectral characteristic )( ifS of environments A, B, C, D 
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 Dynamic time warping method was used to compute 
minimal distance between speech signals and etalons. 
Signal path was assessed using the Itakura rule. 80 
speakers from different contingents aging from 20 to 55 
took part in the experiment. Two speech signal classes 
Ω{Kaunas} next we will call it Ω{K } and Ω{Vilnius} next 
we will call it Ω {V} were analyzed. Every speaker said 
about 25 speech signal examples. Analysis was made with 
Ω {K} =2910 and Ω {V} =2945 examples.. Signals were 
recorded in  mono, 11025 Hz sampling  rate, 16 bit 
amplitude quantization mode. 

 
Recognition system’s training 
 

Two recognition situations were analyzed in the 
experiment. To train the class a set of 10 speech signal 
examples was used. Etalon signals created in the 
Environment A by woman voice at the same time, and 
different size sets of speech signal etalons were used for all 
training situations.  

1st training situation. Two first speech signal etalons 
were taken from the set of speech signal for training. 
Recognizer used the nearest neighbor method to choose 
one the best signal for training. In this situation had a 
recognizer trained with one Ω  class etalon of speech 
command. 

2nd training situation. Six first speech signal etalons 
were taken from a set of speech signals for training. 
Recognizer used the same nearest neighbor method to 
choose five the best signals for training. In this situation 
we had a recognizer trained with five Ω class etalons of 
speech commands. 
 
Experimental results 

 
The experiment was performed with a set of speech 

signals Ω = {K, V}, four different environments, 80 
speakers from different contingents and age, and three 
types of features: 

- cepstrum coefficients; 
- central cepstrum coefficients; 
- coefficients of speech signal autoregressive 

process. 
Two methods of training were analyzed. The first 

method, a class trained with one etalon of speech signal, 
and the second method, a class trained with five etalons of 
speech signal. Recognition was analyzed in two situations. 
In the first situation training and recognition are in the 
same environment. And in the second situation, training 
and recognition are taken in the different environments 
The results of this experiment are showed in Fig.3, Fig.4, 
and Fig.5. 

The basic environment for creating etalons was 
Environment A (signed EA). One woman’s voice was used 
to create speech signal etalons and to train the recognizer. 
Speech command recognition was made in the 
environments A, B, C and D. 

After comparing the results in Fig.3, Fig.4 and Fig.5, 
it can be seen that the features of central cepstrum 
coefficient were the most neutral for the environment. In 
each environment situation recognizer gave better or very 

similar recognition results. Less neutral for environment 
features were coefficients of speech signal autoregressive 
process. It this situation a little bit worse recognition 
results were gotten, especially when used in different 
environments. Very sensitive features for environment 
were cepstrum coefficients. Using these features the worst 
recognition results were gotten, especially in situations 
with different environments. 

 

 
 

Fig. 3. Recognition results using central cepstrum coefficients 
features  
 

 
 

Fig. 4. Recognition results using cepstrum coefficients features 
 

  
 
Fig. 5. Recognition results using coefficients of speech signal 
autoregressive process  
 

The analysis of experimental results proved that the 
influence on speech signal recognition accuracy has speech 
signal etalons with specific feature used for training.  

If recognition system is trained with a large set of 
speech signal etalons created in the same environment at 
the same time, it is possible that recognition accuracy will 
not improve 

 
Conclusions 
 

The analysis of the experimental results proved that: 
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1. The most environment neutral for speech signal 
training and recognition are central cepstrum 
coefficient features; 

2. Very environment sensitive for speech signal 
training and recognition are cepstrum coefficient 
features; 

3. On an average environment sensitive for speech 
signal training and recognition are coefficients of 
speech signal autoregressive process. 

Recognition accuracy will be improved if 
environment for recognition and for training is the same, if 
a class of etalons is trained with a quite large set of speech 
signals (the recommended size of the etalon set would be 
about five or more etalons), and if it is applied to all 
features: central cepstrum coefficient, cepstrum coefficient 
and coefficients of speech signal autoregressive process. 

Recognition accuracy will not always improve if 
different environments for recognition and for training are 
used, and if the largest set of speech signals is used to train 
speech command.  
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