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Introduction

Analysis of $M/M/1/N+K$ queuing data network node, which is a Markov birth and death system with threshold control, may be obtained by applying the general solution given by Bolsh G. and Hock Ng Chee [1,2,3]. Our proposed data packets queuing system with losses and constant bit rate channel model can be used to investigate processes of the Poisson arrival flows of data packets in the data networks. Many research efforts have been and are still devoted to improve performance measures of MPLS networks [4].

In this paper we study network node using one unreliable transmission channel and with buffer capacity threshold control. We shall study an efficient way how to investigate such queuing system by means of Markov chains [2]. In this article we propose the queuing data network node forwarding high and low priority data packets by one link.

While most research to date has focused on supporting quality of service (QoS) within a single network node, analysis of such data networks nodes is currently an active area of research [5].

MPLS data network allows for QoS in terms of precedence or class of service to be fully or partial inferred from the label. MPLS network routers may then apply different discard thresholds and scheduling disciplines to different priority packets [4].

An accurate modeling of the offered data network traffic load and it transmission control is the first step in optimizing data network resources [5]. QoS in our model is expressed in such parameters: both priority data packet losses, mean value of waiting times in queue, channel utilization parameter.

Analytical model for data network node performance measures evaluation

We will investigate the telecommunication data network queuing node using one unreliable data transmission channel which is transmitting low and high priority Poisson data packet flows (Fig. 1). The data packets arrival processes of each priority class are assumed to be independent. Within each priority class data packets are served on their order of arrival.

In this section we present analytical model of data packets transmission processes when transmission channel is reliable, without failures.

Consider two priority class Poisson data packet arrival flows with rates $\lambda_1$, $\lambda_2$ each. Both priority MPLS data packets transmission intensities in channel consequently are equal $\mu_1$, $\mu_2$. The structure of network node is shown in Fig. 1.

![Fig. 1. The structure of data network queuing node with buffer threshold control](image)

System parameters (Fig.1):

- $\lambda_1$ - flow intensity of high priority data packets,
- $\lambda_2$ - flow intensity of low priority data packets,
- $l_1$ - mean value of high priority data packet length,
- $l_2$ - mean value of low priority data packet length,
- $N+K$ - number of packets in system,
- $N$ - system buffer threshold level,
- $C$ - data packet transmission channel bit rate,
- $\mu_1$ - high priority data packet transmission intensity through the channel,
- $\mu_2$ - low priority data packet transmission intensity through the channel.

The data packet lengths $l_1$, $l_2$ are exponentially distributed with mean values $\bar{l}_1$, $\bar{l}_2$.
\[ P(l_i \leq k) = 1 - e^{\lambda_i k}, \quad i = 1, 2; \quad k = 0, 1, 2, \ldots \]  

(1)

Data packets transmission intensity by channel is given by:

\[ \mu_i = \frac{l_i}{C}, \quad i = 1, 2. \]  

(2)

Transmission time of data packets through the channel:

\[ \tau_i = \frac{1}{\mu_i} = \frac{C}{l_i}, \quad i = 1, 2. \]  

(3)

System utilization parameter:

\[ \rho = \frac{\lambda_1 + \lambda_2}{\mu}, \]  

(4)

where \( \mu = \mu_1 = \mu_2 \).

Low priority data packets are accepted in the system when the total number of packets in the system (in buffer and channel) is less than threshold \( N \). High priority data packets are always accepted till system capacity achieves final capacity \( N+K \) value. Here, we shall demonstrate the general approach employed in evaluation performance measures of such Markov queuing system by modeling it as a birth-death process (Fig. 2).

System state transition diagram in Fig. 2 shows how the number of data packets in the system varies from 0 to \( N+K \). In such case we shall investigate queuing system with data packet losses. Low and high priority data packet mean waiting time in the queue and data packet losses depends on buffer threshold \( N \) value and final system capacity \( N+K \).

Using the global balance concept we can easily write down the following equations for the evaluation of system state probabilities \( P_i \), \( i = 0, 1, \ldots, N+K \):

\[
\begin{align*}
(\lambda_1 + \lambda_2) P_0 - \mu P_1 &= 0, \\
(\lambda_1 + \lambda_2 + \mu) P_1 - (\lambda_1 + \lambda_2) P_0 - \mu P_2 &= 0, \\
(\lambda_1 + \lambda_2 + \mu) P_2 - (\lambda_1 + \lambda_2) P_1 - \mu P_3 &= 0, \\
& \vdots \\
(\lambda_1 + \lambda_2 + \mu) P_{N+1} - (\lambda_1 + \lambda_2) P_{N+2} - \mu P_{N+3} &= 0, \\
(\lambda_1 + \mu) P_{N+1} - (\lambda_1 + \lambda_2 + \mu) P_N - \mu P_{N+2} &= 0, \\
& \vdots \\
(\lambda_1 + \mu) P_{N+K-1} - \lambda_1 P_{N+K-2} - \mu P_{N+K} &= 0, \\
\mu P_{N+K} - \lambda_1 P_{N+K-1} - \lambda_2 P_{N+K-2} - \mu P_{N+K} &= 0, \\
\sum_{i=0}^{N+K} P_i &= 1.
\end{align*}
\]

(5)

To solve equations (5) we obtain the system state probabilities \( P_i \), \( i = 1, 2, \ldots, N+K \).

\[ \bar{W}_1 = \frac{\lambda_1 N_{q1}}{(\lambda_1 - P_{N+K})} = \lambda_1 \sum_{i=1}^{N} i P_i + \sum_{i=N+1}^{N+K} (i-N) P_i. \]  

(10)

Mean value of waiting time in the queue for high priority data packets according to Little’s law:

\[ \bar{W}_2 = \frac{N_{q2}}{\lambda_2 (1-P_{2\text{Loss}})} = \lambda_1 (1-P_{N+K}) + \lambda_2 (1-P_{2\text{Loss}}) \]  

(11)

\[ \bar{W}_2 = \frac{N_{q2}}{\lambda_2 (1-P_{2\text{Loss}})} = \lambda_1 (1-P_{N+K}) + \lambda_2 (1-P_{2\text{Loss}}). \]  

(11)
Mean value of the number of data packets in the system:

\[ N_s = N_{q1} + N_{q2} + P_{ch} = \]
\[ = N_{q1} + N_{q2} + \sum_{j=i}^{N+K} \frac{\lambda_j (1 - P_{N+j})}{\mu + \mu_j} \sum_{i=j+N+1}^{N+K} P_i, \]  
(12)

where \( P_{ch} \) - data packet transmission channel real utilization parameter equal 1-\( P_0 \).

The rest of this article analyzes the same data network node (Fig.1) but with unreliable transmission channel.

Consider the channel failure rate \( \gamma \) and mean time to failure is exponentially distributed. Let the repair rate for transmission channel equal \( r \) with exponentially distributed repair time [7].

Let us consider a system (Fig.1) state vector with two parameters \( X,Y \). Parameter \( X=0,1,...,N+K \) and represents number of data packets in the system. Parameter \( Y=1 \) when transmission channel is operating correctly and \( Y=0 \) when there is transmission channel failure. If data transmission channel failed both priorities data packets are not accepted by system. Then the system discrete states and continuous time Markov chains are shown in Fig.3.

![Fig. 3. Markov process of an unreliable network node with buffer threshold control](image)

The single channel is subject to failure and repair, both times to failure and repair times being exponentially distributed with parameters \( \gamma \) and \( r \) respectively. Repair of a failed channel takes much longer than traffic-related events in our system. While traffic-related events in data networks take place in the order of micro seconds, repair durations are in the order of minutes, hours, or days and failure events in the order of months, years, or multiple thereof. Thus the transition rates \( \lambda_i, \mu_i \) can be classified as being fast, and \( \gamma \) and \( r \) as slow. Our system is treated as continuous time Markov chains, and performance measures are calculated by solving the underlying system (13) of linear equations. In such way system steady-state probabilities \( P_{XY} \) are obtained.

In this way some results of performance measures of the data network node are obtained:

Low priority packet loss probability:

\[ P_{2,\text{loss}} = \sum_{X=0}^{N+K} P_{X,1} + \sum_{X=0}^{N+K} P_{X,0}. \]  
(14)

High priority packet loss probability:

\[ P_{1,\text{loss}} = P_{N+K,1} + \sum_{X=0}^{N+K} P_{X,0}. \]  
(15)

Mean value of the number of high priority packets in the queue:

\[ \overline{N}_{q1} = \sum_{X=2}^{N} \frac{(X-1)P_{X,1}\lambda_2}{\lambda_1 + \lambda_2} + \sum_{X=N+1}^{N+K} (X-N)P_{X,1}. \]  
(16)

Mean value of the number of low priority packets in the queue:

\[ \overline{N}_{q2} = \sum_{X=2}^{N} (X-1)P_{X,1} \frac{\lambda_2}{\lambda_1 + \lambda_2}. \]  
(17)

Mean waiting time in queue for high priority data packets according to Little’s law:

\[ W_1 = \frac{\overline{N}_{q1}}{\lambda_1 (1 - P_{\text{loss}})}. \]  
(18)
Mean waiting time in queue for low priority data packets according to Little’s law:

\[ W_s = \frac{N_q^2}{\lambda_2(1 - P_{2\text{Loss}})} \]  

Mean value of time spent in the system for high priority data packets:

\[ T_{S1} = W_1 + \frac{1}{\mu} \]  

Mean value of time spent in the system for low priority data packets:

\[ T_{S2} = W_2 + \frac{1}{\mu} \]  

System performance results

The corresponding numerical results we have obtained applying our proposed methods of high and low priority data packets transmission by data packets transmission channel in queuing network node which architecture is shown in Fig. 1.

Now it is possible to evaluate how a different buffer threshold levels \( N \) in the system affects system performance measures such as data packet losses, mean value of data packets number in queue, mean value of waiting time in the buffer and mean value of packets in the system (Fig. 4–7).

System performance measures such as: probabilities of data packet losses; mean values of queue length; mean values of data packet delay in the buffer are respectively evaluated.

How channel unreliability parameters impact to system performance measures for data packet transmission is shown in Fig. 8–11.

In Fig. 8–9 we depicted high and low priority data packet losses and mean number of data packets in the queue as a function of channel failure rates.
In next Fig.10 and Fig. 11 we depicted high and low priority data packet losses and mean number of data packets in the queue as a function of channel repair rates.

**Figure 8.** High and low priority data packet losses as a function of data packets transmission channel failure rate \( \gamma \), when \( r=0,01, \lambda_1=\lambda_2=0,45, \mu=1, N=3, K=3 \)

**Figure 9.** Average number of high and low priority data packets in the buffer as a function of data packets transmission channel failure rate \( \gamma \), when \( r=0,01, \lambda_1=\lambda_2=0,45, \mu=1, N=3, K=3 \)

**Figure 10.** High and low priority data packet losses as a function of data packets transmission channel repair rate \( r \), when \( \gamma=0,01, \lambda_2=0,45, \mu=1, N=3, K=3 \)

**Figure 11.** Average number of high and low priority data packets in the buffer as a function of channel failure rate \( \gamma \), when \( r=0,01, \lambda_1=\lambda_2=0,45, \mu=1, N=3, K=3 \)

**Conclusions**

The system analytical models are accurate only in case of Poisson traffic and exponential data packet transmission time in channel. An exact analytical model becomes complicated when the system has an unreliable transmission channel and size of buffer is large. More general study of system performance measures may be achieved by means of simulation.

Different strategies used in data network queuing nodes for data packets transmission require new analytical and simulation models for estimating such network performance measures. The system buffer threshold control allows ensure proper data packets transmission parameters for priority queuing system.

Low rates of system channel failure \( \gamma \) and repair intensity \( r \) has negligible impact on increasing data packet losses and delay parameters.
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We propose analysis of the data network node, which is using for transmission unreliable channel with constant bit transmission rate. For queuing system with finite buffer capacity and data packet losses the inter arrival time of high and low priority data packets is exponentially distributed. The system buffer threshold control mechanism in data network node is applied. Research is in progress to develop analytical models for such network data packets transmission node which is using reliable channel without failures in one case and unreliable channel in other case. Using our proposed analytical models we can easily evaluate system performance measures such as data packet losses, mean value of waiting time in buffer, mean number of data packets in queue, mean number of data packets in the system. The results from analytical model of some performance measures are taken in figures. The processes in an unreliable channel data network queuing node are based on the Markov chains. The proposed analytical system models are suitable for analysis network node with finite data packets buffer. When the system buffer capacity is high analytical model for such queuing system node becomes very complicated. Simulation methods are applied for analysis the systems with infinite buffer.
