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Introduction

Data mining is a problem solving technique, which
analyzes the data already stored in the data base. It is a
process of discovering, classifying and finding patterns in
data. The classification of data helps to make a decision in
different types of problems. Machine Learning, Statistical
and Neural Network algorithms are applied for efficient
data mining. The problem is to find agorithms suitable to
apply in order to discover relationships between data
attributes and make predictions that could be useful for
decision support. In addition, there are several well known
medical data problems, such as incorrect and sparse
information and temporal data [1]. To deal with these
problems there are supervised and unsupervised learning
algorithms. The latter functions with missing values in the
data. Overall problem of data mining is common in
analyzing the literature. For example [2] and [3] analyze
different types of algorithms, while [4] and [5] concentrate
on Machine Learning algorithms.

The aim of this paper is to elaborate and test a
method of data mining algorithms and the adjustment of
these algorithms for decision support. In this case we apply
the steps stated in our method on data mining algorithms
and eye health screening data.

M ethod

Data is the most important aspect of efficient data
mining. These techniques are applied on data and their
performance is highly dependant on specificity and quality
of data. The specificity of data is related to it's form: text
(nominal), numerical, imagery (multimedia). The
important aspect of data is ability to classify them, for
example numerical values classified into significant
groups; in that case we have a more important (obvious for
the agorithm) attribute. Multimedia is analyzed with
different algorithms than text or numbers, so before using,
multimedia should be parameterized. So the first step is
data analysis and data set (DS) forming.

The quality of data is more related to algorithms
and the separation of algorithms suitable for the DS. Data

can contain missing values; it means that not al attribute
values are known. There are algorithms that operate with
such data, others don’t. There are also algorithms that only
operate on nominal data, others on weighted. So the second
step isto collect algorithms according to data specifics.

The easiest way to collect algorithms is to choose a
data mining environment. Such distributed under GPL
software is available online, e.g. “Orange” [6], “Weka’ [7]
and others. So, it is eadser to discard unsatisfactory
algorithms if the data specific is known.

In summarizing we can separated the following
methodological steps:

1. Collecting and getting acquainted with a number
of classification algorithms (e.g. data mining
environment).

2. Reviewing the data set (e.g. a part of a patient
health records).

3. Separating appropriate algorithms suitable for the
DS.

4. Testing the full data set on selected number of
classification algorithms, containing their default
parameter values.

5. Selecting the best algorithms to use for further
experiments.

6. Training the selected algorithms on reduced data
set, by removing the attributes that appeared to be
uninformative in building and visualizing the
decision trees. Uninformative attributes are the
ones that don’t appear in the tree, or are at the leaf
nodes.

7. Modifying algorithms default parameter values.
Using the optimal data set formed for each
algorithm of the most useful data identified in
step 6.

8. Evaluating the results.

9. Randomizing the data set.

10. Performing steps 6 and 7 on randomized data set.

11. Evaluating and comparing results as well as
algorithms performance.

These steps can be performed using any data
mining environment and any data set as well as any class
attribute of the data set.



M ethod evaluation

The data set used for experiments was collected
during eye health screening examinations in Eye Clinic of
Kaunas University of Medicine. It contains 1140 instances
of 12 category attributes (1140x12 matrix). The attributes
contain certain ophthalmologic data. All the attributes were
nominal (maximum 6 categories in attribute) and didn’t
contain any missing values. For experiments we selected
two class attributes, one more obvious, and other less
obvious. The class attribute could be any of 12 attributesin
the DS, but we selected the ones that raise more and less
obvious medical problem. The data set was used for both —
training (66% of the data) and testing (34% of the data), as
recommended in [7].

Classification was performed using WEKA data
mining environment [7]. We collected 54 algorithms
suitable for our DS. The algorithms were of six method
groups. The methods are described in Table 1.

Table 1. Description of methods used for experiments

M ethod Number of Description

group algorithmsin
the group

Bayesian 5 Uses the technique of

Classifier calculating probabilistic

S distributions.

Decision 9 Based on finding the root node

Trees and splitting the attributes
down the tree, until the final
(decision) leaf is reached;
usually using divide-and-
conquer approach.

Rules 9 Uses the approach of covering,
because at each stage arule is
identified so that it “covers’
some of the instances in the
data set. The rules can be of
different types, eg.
classification, association, rules
with exceptions, etc.

Linear 7 Based on linear regression,

Models logistic  regression, linear
classification using the
perceptron and other
modifications.

Instance- 5 A distance function is used to

based calculate which member of the

Learning training set is closest to an
unknown test instance (nearest
neighbor approach).

Metalearn 19 Use classifiers (one or two of

ing the already mentioned groups)

Algorith together with special schemes

ms for reducing iterations, filtering
data, performing regression and
optimizing the data set.

Totd: 6 Tota: 54

groups algorithms

As already mentioned, the algorithms had to operate
on two different class attributes of the DS. For the
evaluation of algorithms the decisive parameters were
sengitivity (%) and specificity (%). Those values came
from the Classifier output window provided in WEKA.
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Firstly, steps 4-10 were performed on more obvious
class attribute. Secondly, steps 6-7 were performed on less
obvious class attribute.

In step 7 we dternated the algorithm parameter
values and noted the influences to sensitivity and
specificity. In step 10 we noted the influence of
randomization by comparing sensitivity and specificity.
Lastly, we compared the results supplied on each question.
Measured results are presented in the next section.

Results

Experiments of the third step showed very low
specificity rates. Only 7 out of 54 agorithms produced
specificity higher than 50%. However the sensitivity
values were a lot higher — almost all agorithms reached
more than 90%. We selected 8 algorithms that reached
specificity more than 40%. The agorithms were of 5
method groups. The best results reached Decision Trees
(NBTree, ADTree, REPTree), Metalearning Algorithms
(LogitBoost, = RandomCommittee), Linear = Model
(VotedPerceptron), Bayesian Classifier (AODE) and
Instance-based Learning (LWL) algorithms. The results are
visualized in Fig. 1.
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Fig. 1. The results of third step experiment: sensitivity (%) and
specificity (%) of best performed a gorithms
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Fig. 2. The results of sixth step experiment: sensitivity (%) and
specificity (%) of best performed agorithms after iteratively
removing the most uninformative parameters

In the sixth step we dealt with the selected 8
algorithms. By visualizing the trees built by Decision Tree
algorithms, namely ADTree and NBTree, we started to
iterate the algorithms by removing the most uninformative
parameters in the data set. The algorithms reached different



sensitivity and specificity rates. The best were of AODE
and NBTree (sensitivity 94%, specificity 100%). The

results are presented in Fig. 2.

The best performance of the algorithms is achieved
with the different number of parameters in the data set,
which was used in step 7. Randomization of a data set was
performed using a randomize function implemented in
WEKA. Once randomized, the data set was used to
perform step 10. The results and explanations of steps 7-10
are detailed in Table 2.

Table 2. Modification of agorithms and randomization of DS:

influences to sensitivity (%) and specificity (%)

Algorithm name

Reached sensitivity (%) and
specificity (%); parameters
influence, comparison of results

Initial DS Random DS

AODE
classifier)

(Bayesian

94%, 100% 94%, 100%

Table 2 (Continuation)

Better results were not reached in initiad DS, but in
randomized DS better specificity (100%) was reached

without modifying any parameter.

In short, we can see that the highest results reached
for the used data set was 94% sensitivity, and 100%
specificity, being very high in overall data mining
problem. Randomizing data didn’t significantly change the
results. Although, it influenced the performance of a few
algorithms.

Lastly, we selected less obvious class attribute from
the DS and performed calculations by removing the
uninformative attributes (step 6) and modified algorithms’
default parameter values (step 7). The results are
assembled in Table 3.

Table 3. Results on less obvious class attribute

Don’t have any parameter values to be
changed, but different number of
atributes were in initial and
randomized DS to reach presented
results.

NBTree
tree)

(decision

94%, 100% | 95%, 63%

Don't have any parameter values to be
changed, but different number of
atributes were in initid and
randomized DS to reach presented
results.

ADTree
tree)

(decision

94%, 100% 94%, 100%

Number of boosting iterations were
changed to 6 to reach 100% of
specificity ininitial DS.

In randomized DS best results were
reached without modifying this
parameter.

LogitBoost
(metalearning
algorithm)

94%, 100% | 94%, 100%

Using resampling came out with
better results than reweighting, raising
the specificity to 100% in initial DS.
In randomized DS best results were
reached without modifying this
parameter.

REPTree (decision
tree)

94%, 67% | 94%, 100%

Better results were not reached in
initial DS, while in randomized DS
the best results were reached without
pruning the decision tree, raising the
specificity to 100%.

LWL (instance- | 94%, 67% | 94%, 100%

based learning | Default Linear and Tricube functions

agorithm) performed better, rising sensitivity to
94%, specificity to 67% in initial DS.
In randomized DS only Tricube
function raised sensitivity to 94%,
specificity to 100%.

V otedPerceptron 94%, 63% | 94%, 100%

(linear model) Better results were not reached in

initial DS, but in randomized DS
better specificity (100%) was reached
without modifying any parameter.

RandomCommittee
(metalearning
algorithm)

94%, 46% 94%, 50%
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Algorithm name Reached M odifications and
sensitivity(%) influences
and specificity
(%)
ADTree (decision | 60%, 72% Number of boosting
tree) iterations again set
to 6 reached 60% of
sensitivity and 72%
of specificity with
full DS.
V otedPerceptron 58%, 73% Best result was
(linear model) reached with full
DS; modification of
algorithm's
parameters  didn’t
attain better results.
AODE (Bayesian | 50%, 72% Best result was
classifier) reached with full
DS.
LogitBoost 50%, 72% Using resampling
(metalearning with full DS came
algorithm) out with better
results than
reweighting, raising
the sensitivity to
50%.
NBTree (decision | 50%, 72% Best result was
tree) reached with full

DS.

REPTree (decision
tree)

39%, 73%

The minimum total
weight of  the
instances in a leaf
set between 0,5 and
1 raised sensitivity

to 39% and

specificity to 73%

with full DS.
RandomCommittee | 36%, 73% Number of

(metalearning iterations set to 5

algorithm) resched 36% of
sensitivity and 72%
of specificity with
full DS.

LWL (instance- | 0%, 72% Performance of this

based learning algorithm was poor.

algorithm) Any changes didn’t

cause better results.




Obviously the agorithms reached a lot worse
results than in the first case. The influence of number of
attributes being in the DS was less important than in the
first case. Although, modification of algorithm parameters
had a big influence. The positions of agorithms with
higher results are also dightly different; performance of
VotedPerceptron is a lot better in this case, while of
NBTree — a lot worse. Still the best performance was of
Decision Tree algorithm ADTree, Bayesian classifier
AODE and Metalearning algorithm LogitBoost.

Discussion and conclusions

This paper presents a methodology of selection,
adjustment and application of data mining algorithms for
decision support. The advantages of the proposed method
lies in the wide scope of classification algorithms taken
into account (54) which covers practically al known
algorithms and also in the ability to estimate all
improvements of algorithms and primary parameters
(attributes) by calculation of quantifiable results of
classification. It is not related to data nor to data mining
techniques. The processes to be performed are not strictly
related to one another and can be performed if needed.
This gives a chance to objectively compare this method
with other similar methods in future. Also, using this
method, it is possible to indicate meaningful algorithm
parameters and eval uate them quantifiably.

In summary, of the results of method evaluation and
analyzed algorithms the best outcome was gained using
Decision Tree algorithm ADTree, Bayesian classifier
AODE and Metalearning algorithm LogitBoost.
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V. Spetkauskiené, A. Lukosevitius. Methodology of Adaptation of Data Mining Methods for Medical Decision Support: Case
Study // Electronics and Electrical Engineering. —Kaunas: Technologija, 2009. — No. 2(90). — P. 25-28.

Data mining algorithms are used in various fields as a tool for answering (suggesting) particular questions. Medicine is one of the
fields, which widely uses data mining techniques. In this research they are analyzed and applied in the domain of eye heath. Aim:
elaborate and test a method of data mining algorithms and adjustment of these algorithms for decision support. In this case we apply the
steps stated in our method on data mining algorithms and eye health screening data. Paper presents the results of the testing of
methodology, covering operation of algorithms' specificity (%) and sensitivity (%). Highest reached sensitivity is 94%, specificity —
100%. I11 2, bibl. 7 (in English; summariesin English, Russian and Lithuanian).

b. lIneuykayckene, A. JlykomsiBuuyc. MeTog0/10rusi NPHUMEHEHHS] METOA0B JO0OBIYM M AHAJIM3A JAHHBIX A/ OPraHM3alMH
NOJ/ICPKKH TNPUHATHA PelleHHIl B MeAMIUHE: HCCIeJ0BAHHE CiydaeB // DJIEKTPOHHMKA W JJIeKTporexHuka. — Kaynac:
TexHosorus, 2009. — Ne 2(90). — P. 25-28.

AJTropUTMBI 10OBIYM JAHHBIX NPUMHUHSIOTCA B Pa3IMYHBIX 00JACTSIX Kak BCIOMOTaTelbHOE MOCoOHe OTBETUTH (IIOCOBETOBAThH) HA
HEKOTOpBIE BOIIPOCHL. MeaMIHa ABJSIETCS OJHOM M3 o0nacTeid, B KOTOPOH LIMPOKO MPUMEHSIOTCS TEXHOJOI'MH NOOBIYM JaHHBIX. B
HACTOSIILIEM HCCIIEJOBAaHUH OHHM aHAIM3UPYIOTCA U NPUMEHSIOTCS B 0o0OnacTH rnasHeIX 3aboseBaHuil. Llenb: ycoBeplieHCTBOBAaTh U
UCIIBITaTh METOJ AOOBIYM JAHHBIX, MPEIHA3HAYEHHBIX AN IPUMEHEHUS] B MEAUIMHCKUX peleHusaX. JIsi JOCTIKEeHUs JaHHOW LemH B
METOJIMIKE TIePEUNCIICHBI Mard IPIMEHUMEI B alTOPUTMaX JOOBIYN JaHHBIX U JaHHBIX B 00JIACTH INIA3HBIX 3a00ieBanuidl. B myOnmkammm
NIPEACTABICHbl PEe3yJIbTaThl HCIBITAaHWH METOIMKH, Karopas OXBaThIBaeT UyBCTBUTEJIBHOCTh JedcTus anroputmoB (%) u
cnenuuaHocTh (%). IlomyueHa Hambommas 4yBCTBUTENBHOCTE — 94 %, cnemmpuanocts — 100 %. II. 2, 6ubn. 7 (Ha aHTIHIICKOM
S3bIKe; pedepaThl Ha aHTTIMHCKOM, PYCCKOM M JIUTOBCKOM 513.).

V. Spetkauskiené, A. Lukosevitius. Duomeny gavybos ir analizés metody taikymo medicininiams sprendimams rengti
metodologija: atvejy tyrimas// Elektronikair elektrotechnika. — Kaunas: Technologija, 2009. — Nr. 2(90). — P. 25-28.

Duomeny gavybos ir analizés algoritmai naudojami jvairiose srityse kaip pagalbiné priemoné atsakyti i tam tikrus klausimus
(patarti). Medicina — viena i§ sriGiy, kurioje platiai naudojamos duomenuy gavybos ir analizés technologijos. Siame tyrime jos
analizuotos ir taikytos akiy ligoms. Tikslas — istobulinti ir isbandyti duomeny gavybos ir analizés metoda, skirta taikyti medicininiams
sprendimams rengti. Siam tikslui pasiekti metodikoje isvardyti zingsniai taikomi duomeny gavybos ir anaizés algoritmams ir akiy ligy
duomenims. Straipsnyje pateikiami metodikos isbandymo rezultatai, apimantys algoritmy veikimo jautruma (%) ir specifiskuma (%).
Didziausias pasiektas jautrumas 94 %, specifiskumas 100 %. 1. 2, bibl. 7 (angly kalba; santraukos angly, rusy ir lietuviy k.).
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